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ABSTRACT 
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Thesis Advisor Assistant Professor Dr. Sirisup Laohakiat  

  
Particulate matter 2.5 (PM2.5) has been considered as the main air pollutant in recent 

years. It not only harms the environment but also causes severe impacts on human health. There are 
several measures to handle this toxic substance. One of these methods is to predict its concentration 
in advance using machining models. This technique plays an important role in assisting government 
agencies and people to prepare for the incoming high air pollution period. This study aimed to 
investigate the performance of machine learning models in PM2.5 prediction. The air quality dataset 
of India and Pakistan were used to predict PM2.5 levels using Facebook Prophet, Temporal Fusion 
Transformer (TFT) and SARIMA model. The results showed that only Facebook Prophet could yield 
high performance in PM2.5 prediction in the India dataset. Furthermore, it was also indicated that 
India’s holidays did not influence the concentration of PM2.5 in the India dataset. For Pakistan 
dataset, it was found that the Temporal Fusion Transformer (TFT) demonstrated the lowest prediction 
errors over other machine learning models. There was a little overfitting sign during its training 
process due to the limitation of dataset’s size. Still, the TFT performed good outcomes, thanks to its 
ability to leverage other factors to improve prediction efficiency. The results also suggested that 
SARIMA model was inappropriate for modeling data with high granular seasonality (such as daily 
data). In conclusion, the Facebook Prophet was the most suitable model for PM2.5 prediction in this 
study.  

 
Keyword : PM2.5 PREDICTION / FACEBOOK PROPHET / TEMPORAL FUSION TRANSFORMER / 
SARIMA MODEL 
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CHAPTER 1  

INTRODUCTION 

1.1 Background  

 Due to the growth of urbanization and industrialization through the world in 

recent years, the air pollution has been regarded as a threat causing severe effects on 

both environment and human life (Jia et al., 2023). According to the World Health 

Organization (WHO), it has been found that around seven million people got health 

problems or even died in 2016 because of toxic air exposure (Thangavel et al., 2022). 

Furthermore, it has been expected that the relationship between air pollution and human 

illness and death rate might have a continuously increasing tendency in the future (Gu et 

al., 2023). Among the various harmful components of the polluted air, the particulate 

matter 2.5 (PM2.5) is the most concern and used as one of the air quality indicators. As 

a result of its tiny size (less than 2.5 µm), the PM2.5 can reach to the deepest area of 

human’s respiratory tract and it can be transported over the human body through 

bloodstream (Basith et al., 2022; Li et al., 2016). Moreover, it has been reported that 

PM2.5 can trigger serious health symptoms for instance, respiratory inflammation, 

cardiovascular disease, lung cancer, etc. (Miller & Xu, 2018; Nowak et al., 2013). One of 

several methods to handle the PM2.5 situation is to predict its concentration in advance 

by efficient mathematical models. This might help the related organizations to initiate the 

proper protocol or the public to prepare themselves for the upcoming PM2.5 high 

season (Pant et al., 2017; Y. Zhang et al., 2024).   

 In this study, air quality of India during November 2017 to June 2022 and Gujrat, 

Pakistan during February 2022 to June 2024 were used to predict the PM2.5 

concentration by using Facebook Prophet, Temporal Fusion Transformer (TFT) and 

SARIMA model.  
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1.2 Objectives 

 1. To collect and preprocess relevant PM2.5 concentration data from various 

sources, ensuring completeness and accuracy for effective model training. 

 2. To implement and compare multiple machine learning models for PM2.5 

concentration prediction. 

1.3 Hypotheses 

 1. Machine learning models can effectively predict PM2.5 concentrations based 

on historical environmental, meteorological, and other relevant data, with certain models 

outperforming others in terms of accuracy, generalizability, and computational 

efficiency.  

2. Hyperparameter tuning and feature selection will lead to substantial 

performance gains, particularly for models with higher complexity. 

1.4 Scope of the Study 

1. Air quality dataset of India during November 2017 to June 2022 and Gujrat,  

Pakistan during February 2022 to June 2024 will be used to predict the PM2.5 

concentration. 

2. Various machine learning models will be used and compared to find the 

 most suitable method for the datasets. 

1.5 Expected Outcome 

 1. The results from the most suitable model provide useful insights of the future 

air quality condition.



 
 

 

CHAPTER 2  

THEORETICAL BACKGROUND AND LITERATURE REVIEW 

 

2.1 Particulate matter 2.5 (PM2.5) 

 Air pollution has been considered as a global issue for many years. There is a lot 

of research concluded that it not only causes environmental problems but also affects 

the human health (Chirasophon & Pochanart, 2020). In addition, it was found that air 

pollution is one of the main factors causing public illness around the world (Jia et al., 

2017). The polluted air is composed of several toxic substances such as carbon 

m onoxide (CO ), sulfur d ioxide (SO 2), nitrogen oxides  (NOx), volatile organic 

compounds (VOCs), ozone (O3), heavy metals and particulate matter also known as PM 

(Kampa & Castanas, 2008; Li et al., 2022).  

 Based on the particle size, the particulate matter can be categorized into three 

main types namely PM10 (≤ 10 µm) also called coarse particle, PM2.5 (≤ 2.5 µm) also 

called fine particle and PM0.1 (≤ 0.1 µm) also called ultrafine particle, respectively. 

Especially PM2.5, which has been used as one of the air quality indicators, seems to be 

the major problem at the present time. The reasons why PM2.5 has been more 

concerned than the other particulate matters can be described as follows 1) it is 

abundant in the air. 2) it has long residence time in the atmosphere and 3) it can be 

transported over long distances (Basith et al., 2022; Li et al., 2022). The source of PM2.5 

can be both naturogenic and anthropogenic origins. For naturogenic origin, it has been 

found that PM2.5 can be produced by dust storms, sea spray aerosols, forest fires, 

volcanic activities, etc. For anthropogenic origin, PM2.5 can be emitted to the

https://www.sciencedirect.com/topics/pharmacology-toxicology-and-pharmaceutical-science/nitrogen-oxide
https://www.sciencedirect.com/topics/pharmacology-toxicology-and-pharmaceutical-science/volatile-organic-compound
https://www.sciencedirect.com/topics/pharmacology-toxicology-and-pharmaceutical-science/volatile-organic-compound
https://www.sciencedirect.com/topics/pharmacology-toxicology-and-pharmaceutical-science/heavy-metal
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 atmosphere by several human activities for example, transportation, fossil fuel 

combustion, industrial processes, residential cooking, cigarette smoking, etc. (Garcia et 

al., 2023; Kollanus et al., 2017).  

 As mentioned previously, PM2.5 has many impacts on human life. There was a 

study in island of Taihu Lake, in Suzhou City, China aimed to find the relationship 

between PM2.5 and PM10 exposure and daily traffic accidents by using four different 

mathematical models. The results showed that as the concentrations of PM2.5 and 

PM10 increased, the traffic accident rate also increased. These pollutants might limit the 

visibility on the road and had some effects on the driver’s decision abilities (Wan et al., 

2020). Furthermore, it has been reported that the particulate matter problem in the 

northern part of Thailand, particularly in Chiang Mai which has affected the number of 

tourist arrivals. Because Thailand is the popular destination of tourists around the world, 

the decreasing of tourists and tourism businesses has inevitably influenced on 

Thailand’s economy (Srinamphon et al., 2022). In terms of public health, it has been 

observed that PM2.5 can deeply accumulate in human’ lung resulting from its miniature 

size. Moreover, it can be carried to other organs including brain, heart, kidney, liver, etc. 

via blood vessels (Garcia et al., 2023; Jia et al., 2017). Many studies have shown that 

the exposure of PM2.5 can cause several serious symptoms or increase the risk of some 

diseases for instance, respiratory tract inflammation, asthma, lung cancer, heart 

disease, Alzheimer’s disease, chronic kidney disease, etc. Besides, there was evidence 

that pregnant women who have exposed PM2.5 have a tendency of abnormal childbirth 

such as preterm birth or low birth weight (Li et al., 2022; Thangavel et al., 2022).   

 Due to the countless impacts which PM2.5 can cause, the advanced PM2.5 

concentration forecasting is important. It has several benefits for example, the 

government or policymaker can propose suitable mitigation measures and people can 
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prepare themselves for high PM2.5 concentration seasons which help to reduce the risk 

of PM2.5 exposure (Geng et al., 2021; Y. Zhang et al., 2024). However, the prediction of 

PM2.5 concentration in advance might be a difficult task because the concentration of 

PM2.5 has a characteristic called seasonal variation (Ao et al., 2019). It has been 

reported that the PM2.5 in New Dehi was abundant during winter and monsoon days, 

while it was higher than the standard during January to March in Thailand (Chirasophon 

& Pochanart, 2020; Sahu & Kota, 2017). Therefore, the mathematical models which have 

ability to handle this seasonal behavior such as Facebook Prophet, Temporal Fusion 

Transformer (TFT) and Seasonal Autoregressive Integrated Moving Average model 

(SARIMA) might play an important role in PM2.5 prediction (Wang & Guo, 2009).  

       

2.2 Facebook Prophet 

 Facebook Prophet is a model specially designed for time series forecasting by 

Facebook data science department. It is a generalized additive model which aims to 

break down time series data into three main components for example, trend, seasonality 

and holidays. Each separated part is modelled individually, after that, they are 

combined together to perform the final prediction (Taylor & Letham, 2017). It is suitable 

for the time series showing strong seasonal behavior. In addition, it does not need a 

large amount of data to understand the data’s characteristics for prediction as other time 

series forecasting techniques. The Prophet model is capable of handling missing data, 

outliers and trend variability without requiring exogenous interaction from user. With all 

the advantages mentioned above make the Facebook Prophet’s fitting process fast and 

attributes the model very user-friendly (Cai, 2023; Zhao et al., 2018).  

 The general equation of Facebook Prophet can be explained by a below 

equation (Duarte & Faerman, 2019).  
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𝑦(𝑡) = 𝑔(𝑡) + 𝑠(𝑡) + ℎ(𝑡) + 𝜀(𝑡)                (1) 

𝑦(𝑡) = The forecasted value at time t 

𝑔(𝑡) = The trend function which analyzes non-periodic change in time series, the 

trend can be captured in two ways: linear trend (Piece-wise linear model) and non-linear 

trend (Logistic growth model). 

𝑠(𝑡)  = The seasonal function which considers periodic change in time series such as 

daily, weekly, yearly, etc. by leveraging the Fourier’ series. 

ℎ(𝑡)  = The effect of holidays or the special events which take place in an irregular 

schedule. 

𝜀(𝑡)  = The error term which is anticipated to display the normal distribution. 

 It was found that the Prophet outperformed SARIMA model in air pollution 

forecasting of Bhubaneswar city, India. The result demonstrated that the accuracy 

metrics (MSE, RMSE) of the Prophet on predictions of various pollutants such as SPM, 

NO2, SO2, RSPM, etc. were lower than SARIMA’s. This indicated that the Prophet had the 

better performance in air pollution prediction (Samal et al., 2019). Moreover, it has been 

reported that the Prophet was used to predict the temperature in Myintkyina, Myanmar. 

The daily temperature data during 2010-2017 was brought to fit the model and make the 

prediction. The result showed that both predicted value and actual value were close to 

each other and the RMSE is only 5.7573. This outcome emphasized that the model 

could capture the patterns of the data and provide good prediction. Therefore, the 

Prophet model could be considered as an another option for weather forecasting (Oo & 

Phyu, 2020). 
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2.3 Temporal Fusion Transformer (TFT) 

 Temporal Fusion Transformer is a novel mathematical model for time series 

forecasting. By leveraging the concepts of RNN’s recurrence and transformer’s attention 

mechanism together, it can capture both short term and long-term dependencies of time 

series data resulting in high accuracy prediction outcomes. The general equation of 

Temporal Fusion Transformer can be explained by a below equation (Lim et al., 2021; 

Liu et al., 2024). 

𝑦̂𝑖(𝑞,𝑡,𝜏) = 𝑓𝑞(𝜏,𝑦𝑖,𝑡−𝑘:𝑡,𝑧𝑖,𝑡−𝑘:𝑡,𝑥𝑖,𝑡−𝑘:𝑡+𝜏,𝑠𝑖)                       (2) 

𝑦̂𝑖(𝑞,𝑡,𝜏) = The predicted target value for the i-th time series at time t for quantile q and 

forecast horizon τ 

𝑓𝑞           = The function used to compute the quantile forecast 

𝑞            = The quantile 

𝑡         = The current timestep 

𝜏            = The forecast horizon 

𝑘            = The lookback window (historical window size) 

𝑦𝑖,𝑡−𝑘:𝑡      = The historical target values for the time series from t-k to time t 

𝑧𝑖,𝑡−𝑘:𝑡       = The unknown inputs (past inputs/past covariates) for the i-th time series 

from t-k to time t 

𝑥𝑖,𝑡−𝑘:𝑡+𝜏  = The known inputs (future inputs/future covariates) for the i-th time series 

from t-k to time t + τ 

𝑠𝑖                 = The static covariates for the i-th time series 
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Figure 1. The architecture of Temporal Fusion Transformer (Fayer et al., 2023) 

 From the architecture of Temporal Fusion Transformer shown in Fig. 1., the main 

components are described upwardly. Firstly, the input variables including unknown 

inputs (past inputs / past covariates), known inputs (future inputs / future covariates) and 

static covariates are passed through the Variable Selection Network (VSN). This step 

plays an important role in selecting only important features and filter out features which 

are unnecessary to the prediction. Secondly, the selected unknown inputs and known 

inputs go to the LSTM’s encoder and decoder respectively. The encoder aims to learn 

the temporal relationships and patterns of the unknown inputs while the decoder 

focuses on the target prediction by considering the context from the encoder along with 

the known inputs. The static covariates go to the static covariate encoder which 
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provides the static context. This context helps the Temporal Fusion Transformer to yield 

the predicted outputs with high accuracy by leveraging both dynamic and stable 

features. Thirdly, all processed information is fed to the Gated Residual Network (GRN). 

With various mechanisms such as gating mechanism, residual connection and 

normalization, this network ensures that only the most important information can pass 

through its layers. Furthermore, this process helps the model to increase its learning 

ability and stabilize the training operation. Fourthly, the information then flows to the 

Temporal Multi-head Attention layers. This part is the crucial key of the Temporal Fusion 

Transformer which helps the model capture the long-term dependencies and complex 

patterns of the time series data. This technique also deals with the weakness of the 

LSTM which cannot understand the long -term relationship of long sequence data. 

Therefore, with the combination of attention mechanism and LSTM to focus on the long -

term and short-term dependencies respectively, making the Temporal Fusion 

Transformer is an effective tool in the time series analysis. Finally, the outputs from 

attention layers reach the dense layer to perform the quantile forecasts. The quantile 

forecasts predict the various quantiles as a range of possible future target values. This is 

helpful to understand the uncertainty and variability of the predictions (Deforce et al., 

2022; Fayer et al., 2023; Rasiya Koya & Roy, 2024; Stefenon et al., 2024). 

 It has been reported that the airport delay of top 30 airports in the US was 

analyzed by using Temporal Fusion Transformer. In this study, airport ID, month, day of 

the weeks were us as static covariates. Historical information such as count of actual 

arrival and departure, averaged arrival and departure delays, cumulative of arrival and 

departure delays and count of on -time arrival and departure were used as past 

covariates, while scheduled airport demand and capacity along with the weather and air 

traffic conditions were used as future covariates. The prediction result is satisfied with 
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low MAE value. In addition, the model also highlighted the important features influencing 

the prediction which helped for better understanding of model’s interpretability (Liu et 

al., 2024). Another example of Temporal Fusion Transformer usage was the prediction of 

dam level in hydroelectric power plants. Many machine learning techniques for instance, 

Adaptive Neuro-Fuzzy Inference System (ANFIS), Long-Short Term Memory (LSTM), 

Ensemble method and Temporal Fusion Transformer were used to analyze time series 

data and compare their forecasting performance. The result revealed that Temporal 

Fusion Transformer gave the lowest RMSE among all machine learning models. From 

the outcome, it seemed that Temporal Fusion Transformer might be a good assistant in 

operational management of hydroelectric power plants (Stefenon et al., 2024).   

 

2.4 SARIMA Model 

 SARIMA model is an extension of ARIMA model which is designed to deal with 

seasonal time series. Although it is a modified version, it still has the same core concept 

as ARIMA model’s which is forecasting the future values based on the patterns including 

trend or seasonality of historical data with the expectation that these characteristics 

might happen in upcoming time periods. Furthermore, its concept is based on some 

important assumptions for instance, the time series needs to be stationary and the input 

data must be a univariate series (Box et al., 2016; Doreswamy et al., 2020).  

The general equation of SARIMA model can be explained by a below equation 

(Momani, 2009). 

(1 −  𝜙𝑝𝐵)(1 −  Φ𝑃𝐵𝑠)(1 −  𝐵)𝑑(1 −  𝐵𝑠)𝐷𝑋𝑡 =

 (1 −  𝜃𝑞𝐵)(1 −  𝛾𝑄𝐵𝑠)𝜖𝑡          (3) 
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ϕp  = Nonseasonal autoregressive coefficient of order p. 

ΦP = Seasonal autoregressive coefficient of order P with the length of seasonal period 

s. 

θq  = Nonseasonal moving average coefficient of order P. 

γQ  = Seasonal moving average coefficient of order Q with the length of seasonal period 

s. 

B   = Backshift operator (BXt =Xt-1). 

Bs  = Seasonal backshift operator (BsXt =Xt-s). 

Xt   = The predicted value at current time period. 

d    = Nonseasonal differencing order. 

D   = Seasonal differencing order. 

ϵt  = The error term. 

s    = The length of seasonal period.  

 From  the equation, it seem s the SARIM A m odel is com posed of both 

nonseasonal and seasonal components. Therefore, it is usually easily expressed as 

ARIMA (p, d, q) (P, D, Q) s. The p, d and q refer to nonseasonal autoregressive (AR), 

differencing and moving average (MA) orders, respectively while, the P, D and Q refer to 

seasonal autoregressive (AR), differencing and moving average (MA) orders with the 

length of seasonal period s, respectively (Bhatti et al., 2021).  

There are a lot of applications of SARIMA model in various fields. For example, it has 

been reported that SARIMA model was used to forecast the monthly flows in Waterval 

river, South Africa. The best model was ARIMA (3,0,2) (3,1,3)12 and its result was similar 
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to the measured monthly flows. This result was helpful information in water resource 

management (Tadesse et al., 2023). Moreover, it was found that the SARIMA model 

could predict the precise number of dengue cases in Brazil by using the previous data 

of one, two and twelve months before. The result might give the better view of the 

disease mechanism and help to establish the appropriate measures (Martinez et al., 

2011). In 2009, the PM2.5 data in Los Angeles from January 1999 – December 2006 

was analyzed by SARIMA model and forecast PM2.5 concentration in the upcoming 

years. The SARIMA model’s result was close to the original data. Therefore, it was 

concluded that SARIMA model gave good performance in PM2.5 prediction in this study  

(Wang & Guo, 2009).    



 
 

 

CHAPTER 3  

METHODOLOGY 
 

3.1 Experimental Framework 

 The experimental framework was shown in Fig. 2. In this study, the experiment 

could be divided into two main parts: 1. Data acquisition and data preprocessing 2. 

Model implementation. All details were described in the following sections. 
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Figure 2. Experimental framework 
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3.2 Data acquisition and Data preprocessing 

 There were two datasets used in this study: 1) the air quality dataset of India 

during November 2017 to June 2022. 2) the air quality dataset of Gujrat, Pakistan during 

February 2022 to June 2024. They were downloaded from www.kaggle.com. Before any 

analytical procedures, both datasets were preprocessed through an Explanatory Data 

Analysis (EDA) such as missing values investigation, down -sampling (hourly to daily), 

variables’ relationships and data’s statistical properties investigation etc.  

 

3.3 Model Implementation 

 3.3.1 Facebook Prophet 

 For PM2.5 prediction using the Facebook Prophet, the time series data needed 

to be prepared as two-column data frame (‘ds’ for datetime and ‘y’ for target value) 

which aligned to the model’s requiring format. After that, the data were allocated into 

training set and test set in an 8:2 proportion. The Prophet model was initialized and fitted 

with the training data. Then, cross validation was performed to assess how well the 

model learned. Finally, the test set was used to evaluate the model’s generalization 

ability via metrics: Mean Absolute Error (MAE), Mean Square Error (MSE), Root Mean 

Square Error (RMSE) and Mean Absolute Percentage Error (MAPE). 

 The PM2.5 prediction with Facebook Prophet was examined in three conditions. 

Condition 1: Prophet model with default hyperparameters, Condition 2: Prophet model 

with default hyperparameters and holidays components and Condition 3: Prophet model 

with hyperparameters tuning using Optuna, a hyperparameters optimization framework.  

 

http://www.kaggle.com/
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3.3.2 Temporal Fusion Transformer 

In Temporal Fusion Transformer (TFT), the time series data were split into 

training set, validation set and test set in a ratio of 7:2:1, respectively. All required 

information such as static covariates, past covariates and future covariates, etc. were 

identified. The training data were fitted to the model and all hyperparameters were finely 

tuned using Optuna. After that, the model’s learning performance was determined by 

cross validation technique. Then, the test set was compared with the predicted results to 

estimate model’s efficiency via Mean Absolute Error (MAE), Mean Square Error (MSE) , 

Root Mean Square Error (RMSE) and Mean Absolute Percentage Error (MAPE). In 

addition, the attention weights and feature importances were analyzed to understand 

how the TFT makes predictions of PM2.5. 

 

 3.3.3 SARIMA model 

The time series data were tested their stationarities by augmented Dickey-Fuller 

test (ADF test) prior SARIMA model establishment. To acquire the stationarity purpose, 

the nonseasonal differencing and seasonal differencing techniques were applied. Once 

the data were already stationary, the train-test split was performed with 80% for training 

set and 20% for test set. The SARIMA model’s parameters: p, d, q, P, D, Q and s were 

identified. The Akaike Information Criterion (AIC) was used to determine the best 

SARIMA model. The performance of the best SARIMA model was measured by Mean 

Absolute Error (MAE), Mean Square Error (MSE) and Root Mean Square Error (RMSE). 



 
 

 

CHAPTER 4  

RESULTS AND DISCUSSION 

4.1 Data description 

 4.1.1 India dataset 

 The India dataset was a daily average PM2.5 concentration. It was composed of 

1,616 rows and 2 columns such as date and avg_PM2.5. The data approximately 

covered around 4 years and 7 months and started from 7th November 2017 to 4th June 

2022. According to statistical information, the maximum, minimum and average values 

of PM2.5 concentration were 120.35, 12.64 and 48.82 µg/m3, respectively. There were 

not any missing values in the dataset. 

Figure 3. Daily average PM2.5 concentration of India 
 

From the above diagram (Fig. 3.), It seemed the PM 2.5 levels rose from the 

middle to the end of one year, then fell from the beginning to the middle of the 

subsequent year. This seasonality relates to environmental and human activities which 

occur in the same period each year. For example, the monsoon season in the middle of 

the year brings strong winds that disperse air pollutants, leading to lower PM2.5 
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concentrations. At the end of the year, the winter season sets in. Due to low 

temperatures and reduced wind speed, air pollutants become trapped near the Earth's 

surface, leading to elevated PM2.5 levels. Additionally, this period coincides with the 

post-harvest burning of agricultural residue, which further contributes to increased 

PM2.5 concentrations. According to the diagram, PM2.5 levels appeared to follow a 

consistent, repeating pattern each year and are likely to continue this trend in the future. 

Therefore, the PM2.5 of India was considered as a representative of time series with 

strong and clear seasonality pattern in this study. 

 

4.1.2 Pakistan dataset 

 The Pakistan dataset was also the daily average PM2.5 concentration. This 

dataset contained 874 rows of data with 9 columns including date, avg_temp, avg_aqi, 

avg_CO, avg_NO2, avg_O3, avg_PM 10, avg_SO2 and avg_PM2.5. The date of sampling 

started from 1st February 2022 to 23rd June 2024 which covered around 2 years and 4 

months. The maximum, minimum and average PM2.5 concentration were 355.89, 15.96 

and 75.69 µg/m3, respectively. The missing values were not found in the dataset. 
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Figure 4. Heat map of Pakistan dataset’ variables 

 The heat map was created to explore the relationships between PM2.5 

concentration and other variables (Fig. 4.). According to the values of Pearson’ 

correlation coefficients (Basumatary et al., 2023), it was found that avg_aqi, avg_CO, 

avg_PM10 and avg_SO2 showed the very strong positive relationship with avg_PM2.5. 

The avg_NO2 also strongly correlated with avg_PM2.5. On the contrary, avg_temp and 

avg_O3 demonstrated the weak negative relationship with avg_PM2.5. Compared with 

the real-world air quality patterns can help better understand the interactions between 

PM2.5 and these environmental factors. PM2.5 in the atmosphere can be divided into 

primary and secondary. The primary PM2.5 is directly released from sources such as 

vehicle exhaust, industrial emission, biomass burning and dust. Moreover, PM 10, SO 2, 

NO 2 and CO are often emitted alongside PM2.5. While the secondary PM2.5 is 
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generated through the chemical reaction of the primary precursors particularly SO2, NO2 

and CO. This might be a reason that the concentrations of PM2.5 and these pollutants 

positively relate to each other (Basith et al., 2022; Xie et al., 2015). Temperature 

expressed a negative trend with PM2.5. Warm temperature affects the air to circulate 

which results the decrease of PM2.5 concentration. Conversely, low temperature 

contributes to air stagnation, weak wind speed, trapping pollutants in the atmosphere 

and worsening air quality (Vaishali et al., 2023; Yang et al., 2017). For the Ozone (O3), 

the inverse relationship between O3 and PM2.5 might be described as the small O 3 

formation caused by PM2.5. With high amount of PM2.5 in the atmosphere, it can 

absorb or block the sunlight which plays an important role in O 3 generation (Zhu et al., 

2019).  

Figure 5. Daily average PM2.5 concentration of Pakistan 

 Similar as India dataset, the Pakistan’ PM2.5 concentration also showed the 

seasonal pattern influenced by the real-world factors. However, the PM2.5 level of 

Pakistan dataset did not display the uniform pattern. For instance, the characteristics of 

the graph from 2022 to 2023 and from 2023 to 2024 were obviously different from each 
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other. Hence, the PM2.5 of Pakistan was considered as a representative of time series 

with complex and unclear seasonality pattern in this study. 

 

4.2 Facebook Prophet with India dataset 

 The Prophet model was tested on India dataset with three conditions as 

mentioned previously to find the best condition for this dataset. The details of 

hyperparameters of each condition were shown in Table 1. Furthermore, the holidays 

(special dates or annual events) of India which might influence the trend and seasonality 

of PM2.5 concentration were added to the model represented as condition 2: default 

model with holidays components (Daraghmeh et al., 2021). The India holidays were 

displayed in Table 2. 

Table  1. Hyperparameters’ details of each condition on India dataset 
 

Hyperparameter 
Default model 
(condition 1) 

Default model with 
holiday components 

(condition 2) 

Tuned model 
(condition 3) 

changepoint_prior_scale 0.05 0.05 0.13 
seasonality_prior_scale 10 10 0.18 

seasonality_mode additive additive multiplicative 
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Table  2. India holidays 
 

Date Holidays 
January 26 (fixed every year) Republic day 
August 15 (fixed every year) Independence Day 
October 2 (fixed every year) Gandhi Jayanti 

Varies each year Diwali 
Varies each year Holi 
Varies each year Eid al-Fitr 
Varies each year Eid al-Adha 

December 25 (fixed every year) Christmas Day 
Varies each year Maha Shivaratri 
Varies each year Good Friday 

 

All Prophet models were initially trained on 180 days of the dataset. Every 90 days, the 

forecast evaluation was performed by predicting the next 30 days. This cross-validation 

technique helps in model’s generalization ability assessment to new or unseen data over 

different time periods and can aid in overfitting detection (Lico et al., 2021).  The 

Prediction results of Prophet models on India dataset under all conditions were 

illustrated in Fig. 6., Fig. 7., Fig. 8. and the models’ performance metrics were 

demonstrated in Table 3. 
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Figure 6. Prediction result of Prophet model on India dataset with default 
hyperparameters (condition 1) 

Figure 7. Prediction result of Prophet model on India dataset with default 
hyperparameters and holidays components (condition 2) 
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Figure 8. Prediction result of Prophet model on India dataset with hyperparameters 

tuning using Optuna (condition 3) 

 

Table  3. Performance metrics of Prophet models on India dataset under all conditions 

 

Metrics 
Default model 
(condition 1) 

Default model with 
holiday components 

(condition 2) 

Tuned model 
(condition 3) 

MAE 10.09 10.21 10.81 
MSE 168.58 173.05 205.59 

RMSE 12.98 13.15 14.34 
MAPE 25.03  25.37  25.51 

 

After analyzing prediction plots and performance metrics, it was found that the 

Prophet model with default hyperparameters (condition 1) yielded the best performance 

with the lowest values of MAE, MSE and RMSE followed by the prophet model with 

default hyperparameters and holiday components (condition 2) and the Prophet model 
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with hyperparameters parameters tuning with Optuna (condition 3), respectively. The 

metrics values of all conditions remained at an acceptable level which were consistent 

with the alignment of predicted and actual values of PM2.5 concentrations in the 

diagrams. The lower values indicates higher accuracy in model prediction (Khanal et al., 

2023). Furthermore, the similarity of metrics values between condition 1 and condition 2 

implied that the India’s holidays did not have any significant influence on trend or 

seasonality of the PM2.5 concentration in this dataset (Cai, 2023; Samal et al., 2019). 

Therefore, it could be concluded that the Prophet model with default hyperparameters 

(condition 1) was the best condition for the India dataset. 

 

4.3 Facebook Prophet with Pakistan dataset 

 The Prophet model was also used to test on Pakistan dataset with three 

conditions as those in the India dataset. Since the Pakistan dataset contained many 

columns apart from date and avg_PM2.5 which were main required inputs, other 

variables such as avg_temp, avg_aqi, avg_CO, avg_NO 2, avg_O3, avg_PM10 and 

avg_SO2 were used as additional regressors or extra information that might improve the 

prediction performance of the Prophet (Huang, 2022). The hyperparameters’ details and 

Pakistan holidays were described in Tables 4. and Table 5. 

Table  4. Hyperparameters’ details of each condition on Pakistan dataset 
 

Hyperparameter 
Default model 
(condition 1) 

Default model with 
holiday components 

(condition 2) 

Tuned model 
(condition 3) 

changepoint_prior_scale 0.05 0.05 0.004 
seasonality_prior_scale 10 10 0.01 

seasonality_mode additive additive multiplicative 
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Table  5. Pakistan holidays 
 

Date Holidays 
February 5 (fixed every year) Kashmir Solidarity Day 
March 23 (fixed every year) Pakistan Day 

May 1 (fixed every year) Labor Day 
Varies each year Eid ul-Fitr 
Varies each year Eid ul-Adha 

August 14 (fixed every year) Independence Day 
Varies each year Ashura 
Varies each year Eid Milad-un-Nabi 

December 25 (fixed every year) Quaid-e-Azam Day 
 

The cross-validation procedure was also performed to the Pakistan dataset with 

the same configurations as those used in the India dataset to evaluate the learning 

perform ance of Prophet m odel in all three conditions. The predicted PM 2.5 

concentrations of the Prophet models compared with the actual values of the Pakistan 

dataset were visualized by Fig 9., Fig 10., Fig 11. and the models’ performance metrics 

were shown in Table 6. 

 

 

 

 

 



  27 

Figure 9. Prediction result of Prophet model on Pakistan dataset with default 

hyperparameters (condition 1) 

Figure 10. Prediction result of Prophet model on Pakistan dataset with default 
hyperparameters and holidays components (condition 2) 
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Figure 11. Prediction result of Prophet model on Pakistan dataset with hyperparameters 

tuning using Optuna (condition 3) 

Table  6. Performance metrics of Prophet models on Pakistan dataset under all 
conditions 
 

Metrics 
Default model 
(condition 1) 

Default model with 
holiday components 

(condition 2) 

Tuned model 
(condition 3) 

MAE  8.26 7.86 40.25 
MSE  107.01 98.71 2803.27 

RMSE  10.35 9.94 52.95 
MAPE 25.69  24.34  76.02  

 

 Based on the results, the Prophet model with default hyperparameters and 

holidays components (condition 2) exhibited the higher accuracy in predicting PM2.5 

concentrations than other two conditions considered by the lowest values of all metrics. 

However, with slightly better MAE, MSE, and RMSE compared to those on Condition 1, 

this suggested that the Pakistan’s holidays might have some little effects to the PM2.5 



  29 

concentrations in  th is dataset. For the th ird  cond ition, it seem ed the tuned 

hyperparameters might not be appropriate to the dataset reflected by higher values of 

all metrics. The defined search space may have been too broad or too limited, 

preventing the model from  finding optimal values and leading to poor results  

(Setianingrum et al., 2022). Therefore, it could be concluded that the Prophet model with 

default hyperparameters and holidays components (condition 2) was the best condition 

for the Pakistan dataset. 

 

4.4 Temporal Fusion Transformer (TFT) with India dataset 

 In Temporal Fusion Transformer, the input data were separated into three 

categories for instance, 1) static covariates (static features / static inputs / features that 

do not change overtime) 2) past covariates (past inputs / past observed inputs / 

historical inputs / features that are only known up to the current time) 3) future covariates 

(future input / known future input / a-priori known inputs / features whose values are 

known in advance for future timestamps) (Giacomazzi et al., 2023; Liu et al., 2024). The 

input variables were shown in Table 7. 

Table  7. Input variables description of India dataset 
 

Variable Types Variables 
Static covariates - 
Future covariates time_idx, year, month, day 
Past covariates avg_PM2.5 (target) 

 

About 90 percent of total data were used to train and validate the TFT model with 

the split of 70/20 respectively. The last 10 percent of the data were stored as a test set 

to evaluate the model’s performance. The max encoder length and max prediction 
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length were set to 180 and 30 days, respectively, which meant the model used the past 

180 days to perform  each pred iction and forecasts 30 days into the future. 

Hyperparameters including batch size, hidden size, attention head size, dropout, 

learning rate, hidden continuous size, LSTM layers and weight decay were finely tuned 

using Optuna, a hyperparameters optimization framework. The tuned hyperparameters 

of the TFT on India dataset were displayed in Table 8. The training and validation loss 

curve was visualized on Fig. 12. 

Table  8. Tuned hyperparameters of TFT on India dataset 
 

Hyperparameters Values 
Batch size 64 

Hidden size 64 
Attention head size 9 

Dropout 0.44 
Learning rate 0.0003 

Hidden continuous size 12 
LSTM layers 1 

Weight decay 0.0001 
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Figure 12. TFT’s training and validation loss curve (India dataset) 

From the training and validation loss curve, both training and validation loss 

obviously decreased between epochs 0 and 5 implied that the model had effective 

learning in the early training stage. After that, the training loss continuously reduced until 

the end of the process reflecting the model fitted the training data well. However, the 

validation loss started to increase and fluctuate after epoch 12, this behavior seemed to 

continue in the later epochs. This could be explained that the model was losing its 

generalization ability. The divergence of training and validation loss signified the model’s 

overfitting. 
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Figure 13. Prediction result of TFT model on India dataset 

 

Table  9. Performance metrics of TFT model on India dataset 
 

Metrics Values 
MAE 23.38 
MSE 699.98 

RMSE 26.46 
MAPE 39.77 

 

 The above d iagram  (Fig . 13.) presented the p lot of pred icted PM 2.5 

concentration by the model against the real values. This suggested that the model’s 

generalization was poor when the prediction was proceeded on the unseen data (test 

set). Besides, the high values of all m etrics (Tab le 9.) a lso em phasized the 

unsatisfactory performance of the model. The reason causing the TFT model generated 

bad prediction results (overfitting) might be the size of India dataset. Only 1,616 
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datapoints might be insufficient to the TFT model for effective learning and data’s 

pattern capturing. As a deep learning technique, the Temporal Fusion Transformer (TFT) 

needs a large amount of data to deliver the best prediction performance (Yuxuan, 2023). 

 

4.5 Temporal Fusion Transformer (TFT) with Pakistan dataset 

 The input variables of Pakistan dataset were explained in Table 10. All settings 

of train-validation-test splitting, hyperparameters tuning, model training and model 

p red ic tion  w ere  con figured  as sam e as those  in  Ind ia  da taset. The  tuned 

hyperparameters of the TFT on Pakistan dataset were expressed in Table 11. The 

training and validation loss curve was illustrated by Fig. 14. 

Table  10. Input variables description of Pakistan dataset 
 

Variable Types Variables 
Static covariates - 
Future covariates time_idx, year, month, day 

Past covariates 
avg_temp, avg_aqi, avg_CO, avg_NO2, 

avg_O3, avg_PM10, avg_SO2 and 

avg_PM2.5 (target) 
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Table  11. Tuned hyperparameters of TFT on Pakistan dataset 
 

Hyperparameters Values 
Batch size 32 

Hidden size 96 
Attention head size 6 

Dropout 0.22 
Learning rate 0.00005 

Hidden continuous size 14 
LSTM layers 1 

Weight decay 0.00008 
 

Figure 14. TFT’s training and validation loss curve (Pakistan dataset) 

From the training and validation loss curve, the training loss curve kept declining 

through the training process. This indicated that the model was learning from the 

training data. Meanwhile, the validation loss curve dropped at the early epochs then 
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stayed steady until epoch 10. After that the validation loss curve began to climb up 

specifying the overfitting issue of the model. This meant the model tended to memorize 

the training data instead of learning from it. However, both training and validation loss 

curve seemed to stay close to each other. Thereby, this overfitting incident was 

considered as mild level. 

Figure 15. Prediction result of TFT model on Pakistan dataset 

 

Table  12. Performance metrics of TFT model on Pakistan dataset 
 

Metrics Values 
MAE 7.05 
MSE 99.87 

RMSE 9.99 
MAPE 24.15 
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 The prediction plot (Fig. 15.) and performance metrics (Tables 12.) of TFT model 

on Pakistan dataset implied good model’s performance in PM2.5 prediction compared 

with the actual values. Even though the overfitting took place during the model training 

process, the model could still learn and capture data’s pattern resulting in the 

acceptable generalization outcome. This might be described by the following reason. 

With only 874 datapoints of Pakistan dataset, it seemed that the amount of data was 

quite not enough for complex model like the TFT to yield fine prediction results. 

Nonetheless, the Pakistan dataset also owned other variables apart from avg_PM2.5 like 

avg_temp, avg_aqi, avg_CO, avg_NO 2, avg_O3, avg_PM10 and avg_SO 2. These 

exogeneous variab les m ight p lay an im portant role in m odel’s perform ance 

improvement. By feeding these additional features along with avg_PM2.5 to the TFT, the 

model gains richer context for its learning. Hence, in Pakistan dataset, the model does 

not only learn from avg_PM2.5 as in the India dataset, but it can also see the multi -

dimensional relationships between these external information and avg_PM2.5 which 

contributes to the better quality prediction results (C. Zhang et al., 2024). Moreover, the 

Temporal Fusion Transformer also proposes the attention score of each time index and 

feature importance to better understand which timesteps or features influenced to the 

prediction outputs (Liu et al., 2024).  
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 Figure 16. Attention score by time index of Pakistan dataset 

Figure 17. Encoder variables importance of Pakistan dataset 
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Figure 18. Decoder variables importance of Pakistan dataset 
 

 For the attention score (Fig. 16.), a higher attention score, a bigger influence on 

prediction outcomes (Liu et al., 2024). It was found that the time indices around -30 to 0 

contributed to the model’s prediction. In easy words, The TFT model leveraged the data 

from past 30 days to make prediction for PM2.5 levels. For the variables importance 

(Fig. 17. and Fig. 18.), year, time_idx and avg_SO 2 were the top three variables of the 

encoder. While year and time_idx were the important features for the decoder.  

 

4.6 SARIMA model with India dataset and Pakistan dataset 
 Before conducting PM2.5 concentration prediction with SARIMA model, the time 

series was tested their stationarity with augmented Dickey -Fuller test (ADF-test). The 

results of ADF test showed that both time series were non stationary, thus the 

nonseasonal and seasonal differencing were implemented to eliminate trend and 

seasonality of the data (Ajewole et al., 2020; Roza et al., 2022). The SARIMA model’s 

hyperparameters namely p, d, q, P, D, Q and s were identified and the Akaike 

Information Criterion (AIC) was used to determine the best model (Suleiman et al., 

2023). However, it seemed that the hyperparameter ‘s’ (seasonal period) could not be 

set as 365, as requiring the model to look back over daily data for a whole year causing 

the training process extremely slow and unresponsive. This reflected that SARIMA 
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model is not suitable for highly granular seasonality scale modelling such as in daily 

data (Adams et al., 2019; Doreswamy et al., 2020; Makoni et al., 2018). To solve this 

issue, the Auto Regressive Integrated Moving-Average model (ARIMA) was used to 

make the prediction of PM2.5 concentration in both datasets instead. Nevertheless, 

ARIMA model was not designed to deal with seasonal time series, data’s trend and 

seasonality were recovered to the prediction results. This made the outputs still had the 

same characteristics as the original data before compared with the test set. The details 

of ARIMA model used in PM2.5 prediction on India and Pakistan dataset were explained 

in Table 13.  

Table  13. Details of ARIMA model 
 

Dataset ARIMA models AIC values 
India ARIMA (1,1,1) 6378.99 

Pakistan ARIMA (1,0,0) 6324.49 
 

Figure 19. Prediction result of ARIMA model on India dataset 
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Figure 20. Prediction result of ARIMA model on Pakistan dataset 

 

Table  14. Performance metrics of ARIMA model on India and Pakistan dataset 
 

Metrics India Pakistan 
MAE 17.23 38.46 
MSE 474.60 2468.04 

RMSE 21.79 49.68 
 

 It was found that both ARIMA models of India and Pakistan dataset were very 

complex based on their extremely high AIC values (Suleiman et al., 2023). Furthermore, 

the prediction plots (Fig. 19. And Fig. 20.)  and models’ performance metrics (Table 14.) 

also emphasized that the models could not generalize well with the unseen data 

resulting in significantly high prediction errors. Therefore, it might be confirmed that the 

implementation of SARIMA model on India and Pakistan dataset was not a good choice.



 
 

 

CHAPTER 5  

CONCLUSIONS AND RECOMMMENDATIONS 
 

5.1 Conclusions 

 In this study, the PM2.5 concentration of India and Pakistan dataset were 

predicted using three machine learning model namely Facebook Prophet, Temporal 

Fusion Transformer (TFT) and SARIMA model. The India dataset was an example of time 

series with strong and clear seasonality pattern, while the Pakistan dataset represented 

time series with unclear and complex seasonality pattern. The comparison of all models’ 

performances in PM2.5 prediction was summarized in Table 15. 

Table  15. The comparison of all models’ performances in PM2.5 prediction 

Dataset 
Dataset’s 

characteristics 

Facebook 

Prophet 

Temporal 

Fusion 

Transformer 

(TFT) 

SARIMA 

model 

India 

Strong and 

clear 

seasonality 
✓ ✗ ✗ 

Pakistan 

Complex and 

unclear 

seasonality 
✓ ✓ ✗ 

 

 For India dataset, only Facebook Prophet could achieve the acceptable 

prediction performance. The Prophet with default hyperparameters (condition 1) was the 

best condition to this dataset. However, the performance of the Prophet with default 

hyperparameters and holidays components (condition 2) was very close to the condition 
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1’s. This indicated that India’s holidays did not have significant impact on PM2.5 

concentration in the India dataset. 

 For Pakistan dataset, Both Prophet and TFT showed satisfied results. In this 

scenario, the Prophet with default hyperparameters and holidays components (condition 

2) showed a little better performance than the Prophet with default hyperparameters 

(condition 1) which implied that Pakistan’s holidays slightly influenced on the level of 

PM2.5 in this dataset. Furthermore, it was found that the TFT outperformed all models in 

Pakistan’s PM2.5 prediction even if there was a small signal of overfitting during its 

training process. The overfitting might be due to the limited size of the dataset. 

Nevertheless, the TFT still yields good performance despite this constraint. This could 

be explained by leveraging other variables along with the target to improve prediction 

efficiency. 

In addition, the experiments also indicated that SARIMA model was not suitable 

for fine grained seasonality modeling (such as daily data) emphasized by very high 

prediction errors. 

In summary, it was suggested that the Facebook Prophet was the most suitable 

model to predict the PM2.5 level in this study. 

 

5.2. Future work and recommendations 

 The results from this study demonstrated that the Prophet model possessed the 

best performance in PM2.5 prediction in both datasets. However, larger datasets are still 

necessary to ensure models’ prediction ability, especially the TFT, the deep learning 

technique, which needs massive amount of data in training procedure to capture data’s 

pattern. W ith its powerful computational power, it is expected that the TFT will 
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outperform other models in PM2.5 prediction as long as there is not the data inadequacy 

issue. 
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Figure 21. Cross validation results of Prophet model on India dataset with default 

hyperparameters (condition 1) 
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Figure 22. Cross validation results of Prophet model on India dataset with default 

hyperparameters and holiday components (condition 2)  
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Figure 23. Cross validation results of Prophet model on India dataset with 

hyperparameters tuning using Optuna (condition 3) 
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Figure 24. Cross validation results of Prophet model on Pakistan dataset with default 

hyperparameters (condition 1)  
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Figure 25. Cross validation results of Prophet model on Pakistan dataset with default 

hyperparameters and holiday components (condition 2)  
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Figure 26. Cross validation results of Prophet model on Pakistan dataset with 

hyperparameters tuning using Optuna (condition 3) 
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Figure 27. Diagnostic checking of ARIMA model on India dataset 

 

 

Figure 28. Diagnostic checking of ARIMA model on Pakistan dataset 

  



 
 

 

VITA 
 

VITA 
 

 
 

 

 


	ABSTRACT
	ACKNOWLEDGEMENTS
	TABLE OF CONTENTS
	LIST OF TABLES
	LIST OF FIGURES
	CHAPTER 1  INTRODUCTION
	1.1 Background
	1.2 Objectives
	1.3 Hypotheses
	1.4 Scope of the Study
	1.5 Expected Outcome

	CHAPTER 2  THEORETICAL BACKGROUND AND LITERATURE REVIEW
	2.1 Particulate matter 2.5 (PM2.5)
	2.2 Facebook Prophet
	2.3 Temporal Fusion Transformer (TFT)
	2.4 SARIMA Model

	CHAPTER 3  METHODOLOGY
	3.1 Experimental Framework
	3.2 Data acquisition and Data preprocessing
	3.3 Model Implementation
	3.3.1 Facebook Prophet
	3.3.2 Temporal Fusion Transformer
	3.3.3 SARIMA model


	CHAPTER 4  RESULTS AND DISCUSSION
	4.1 Data description
	4.1.1 India dataset
	4.1.2 Pakistan dataset

	4.2 Facebook Prophet with India dataset
	4.3 Facebook Prophet with Pakistan dataset
	4.4 Temporal Fusion Transformer (TFT) with India dataset
	4.5 Temporal Fusion Transformer (TFT) with Pakistan dataset
	4.6 SARIMA model with India dataset and Pakistan dataset

	CHAPTER 5  CONCLUSIONS AND RECOMMMENDATIONS
	5.1 Conclusions
	5.2. Future work and recommendations

	REFERENCES
	APPENDIX
	VITA

