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Leibniz algebras, generalizations of Lie algebras, are characterized by their 

non-antisymmetric properties. In this study, we delve into the properties of 
decompositions within Leibniz algebras, drawing parallels with analogous results in Lie 
algebras. Our investigation extends to complete Leibniz algebras, focusing on the 
conditions governing their extensions. Similar to Lie algebras, we find that inner 
derivations play a pivotal role in characterizing complete Leibniz algebras. Specifically, 
it was revealed that the algebra of inner derivations of a Leibniz algebra can be 
decomposed into the sum of the algebra of left multiplications and a certain ideal. 
Moreover, the quotient of the algebra of derivations of the Leibniz algebra by this ideal 
yields a complete Lie algebra. The results further demonstrated that any derivation of a 
semisimple Leibniz algebra can be expressed as a combination of three derivations. 
Additionally, the properties of the algebra of inner derivations were explored in 
comparison to the algebra of central derivations. We also delve into the study of 
generalizations of derivations of Leibniz algebras. 

 
Keyword : Leibniz algebra, Lie algebra, Decomposition, Central derivation, Inner 
derivation 
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CHAPTER 1  
INTRODUCTION 

Lie algebras, introduced by Marius Sophus Lie in the 1870s, serve as 
fundamental mathematical structures for examining infinitesimal transformations. Lie 
theory permeates various mathematical disciplines, including harmonic analysis, 
algebraic topology, algebraic geometry, combinatorics, number theory, and physics (see, 
for example, (1), (2), (3), (4)). In 1989, Loday (5) noticed that the Chevalley-Eilenberg 
boundary map on the exterior can be lifted to the tensor algebra of a Lie algebra and 
introduced a finite dimensional algebra A over an algebraically closed field 𝔽 with a 
bilinear bracket to be a Leibniz algebra if it satisfies the Leibniz identity [a,[b,c]] = [[a,b],c] 
+ [b,[a,c]] for all a,b,c ∈ A. Notably, a Leibniz algebra A aligns with a Lie algebra if and 
only if [a,a] = 0 for every element a ∈ A. Given that Leibniz algebras extend Lie algebras, 
understanding their properties has become a focal point of research endeavors. 

 
Similar to Lie algebras, derivations play a pivotal role in comprehending the 

structure and properties of Leibniz algebras. A linear transformation δ: A → A is called a 
derivation of A if δ[x,y] = [δ(x),y] + [x, δ(y)] for all x, y ∈ A. The set of all derivations of A is 
denoted by Der(A). Notably, Meng (6) established in 1994 that if a Lie algebra L = L1 ⊕ L2, 
where L1 and L2 are ideals of L, then Der(L) = Der(L1) ⊕ Der(L2). In Lie theory, specific 
types of Lie algebras, such as complete, nilpotent, simple, and semisimple Lie algebras, 
garner significant attention. A Lie algebra L is complete if its center is trivial and all 
derivations of L are inner. A Lie algebra L is nilpotent if Lm = {0} for some positive integer 

m where L = L1, Li = [L, Li−1] for i ⩾ 2. L is a simple Lie algebra if L is non-abelian and 
contains no non-zero proper ideals, and L is semisimple if it is a direct sum of simple Lie 
algebras. Jacobson (7) proved in 1979 that all non-zero nilpotent Lie algebras are not 
complete. However, in 1994, Meng (6) demonstrated that all semisimple Lie algebras are 
complete. He also showed that a Lie algebra L is complete if and only if the holomorph of 
L, hol(L) = L ⊕ Der(L), is a direct sum of L and the centralizer of L in the holomorph, i.e., 
hol(L) = L ⊕ Zhol(L)(L). 
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The notion of complete Leibniz algebras was introduced in 2013 by Ancochea 

and Campoamor (8), with a definition identical to that of complete Lie algebras. However, 
Boyle, Misra, and Stitzinger (9) later refined this concept, introducing a different definition 
and showcasing a semisimple Leibniz algebra that did not adhere to the previous 
definition’s completeness criterion. They instead defined a complete Leibniz algebra A as 
one in which the center of A / Leib(A) is trivial, and for every derivation δ of A, there exists 
x ∈ A such that im(δ − Lx) ⊆ Leib(A). Utilizing this new definition, some fundamental 
results from Lie theory carry over to Leibniz algebras. Specifically, it has been proven that 
all nilpotent Leibniz algebras are not complete, and all semisimple Leibniz algebras are 
complete. However, if A is a complete non-Lie Leibniz algebra, the holomorph of A is not 
the direct sum of A and Zhol(A)(A). Based on these findings, we will explore complete 
Leibniz algebras under the definition introduced by Boyle, Misra, and Stitzinger. 

 
This report consists of five chapters. In chapter 2, we review important notions 

and results of Leibniz algebras. In chapter 3, we focus on the properties of derivations 
and ideals of Leibniz algebras. We define set I as the set of all derivations of a Leibniz 
algebra A whose image is a subset of Leib(A) and show that I is a characteristic ideal of 
A. We also prove that the algebra of inner derivations of a Leibniz algebra can be 
decomposed into the sum of the algebra of left multiplications and the ideal I. Then, we 
assume that the Leibniz algebra A is the direct sum of two ideals and study the properties 
of the decompositions of Leibniz algebras. We demonstrate that the algebra of derivations 
of a Leibniz algebra cannot be decomposed in the same manner as the algebra of 
derivations of a Lie algebra. We also provide an example to illustrate this point. 
Additionally, we study the properties of inner derivations of Leibniz algebras by comparing 
them with the set of central derivations, as done for Lie algebras by Tôgô in (10). In 
chapter 4, we prove that the direct sum of complete Leibniz algebras is also complete and 
any derivation of a semisimple Leibniz algebra can be written as a combination of three 
derivations in a different approach from Rakhimov, Masutova and Omirov (11). In (6), 
Meng showed that the Lie algebra of derivations of any complete Lie algebra is complete. 
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However, in (12) Kongsomprach, Pongprasert, Rungratgasame and Tiansa-ard showed 
that this result does not hold for some complete Leibniz algebras. We focus on Leibniz 
algebras with complete liezation and prove that the quotient of the Lie algebra of 
derivations of these Leibniz algebras by the ideal I is complete. This quotient algebra is 
isomorphic to the Lie algebra of derivations of the liezation. In the last chapter, we study 
some properties of generalized derivations of finite dimensional Lie algebras and 
investigate some analogues of those properties for Leibniz algebras. Throughout this 
work, all algebras are assumed to be finite dimensional over an algebraically closed field 
𝔽 with characteristic zero. 
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CHAPTER 2  
PRELIMINARIES 

In this chapter, we review definitions and facts that will be needed later in our 
discussion. 
 
Definition 2.1. (13) A Lie algebra L is a vector space over 𝔽 with a bilinear map [ , ] : L × L 

→ L such that following axioms are satisfied: 
(i) [a,a] = 0 for all a ∈ L and 
(ii) [a,[b,c]] + [b,[c,a]] + [c,[a,b]] = 0 for all a, b, c ∈ L (Jacobi Identity). 

 
Remark 2.2. For a Lie algebra L, let a, b ∈ L. By Definition 2.1 (i), we have 
                          0  = [a + b,a + b] 
                              = [a,a + b] + [b,a + b] 
                              = [a,a] + [a,b] + [b,a] + [b,b] 
                              = [a,b] + [b,a]. 
Thus, [a,b] = −[b,a]. 
Moreover, for any a,b,c ∈ L, by Definition 2.1 (ii) we have 
                                    0 = [a,[b,c]] + [b,[c,a]] + [c,[a,b]]. 
Hence,  [a,[b,c]] = − [c,[a,b]] − [b,[c,a]] = [[a,b],c] + [b,[a,c]]. 
 
Example 2.3. (14) Let L = ℝ3 and x = (x1,  x2, x3), y = (y1,  y2, y3), ∈ L. Define  
                                        [x,y] = (x2y3 – x3y2, x3y1 – x1y3, x1y2 – x2y1).  
Then L is a Lie algebra over 𝔽. 
 
Definition 2.4. (9) A (left) Leibniz algebra A is a vector space over 𝔽 with a bilinear map 
(called bracket) [ , ] : A × A → A that satisfies the Leibniz identity  
                                  [a,[b,c]] = [[a,b],c] + [b,[a,c]] for all a, b, c ∈ A. 
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It is easy to see that all Lie algebras are Leibniz algebras, as the Jacobi identity 
can be rearranged to match the Leibniz identity, as observed in Remark 2.2. For a Leibniz 
algebra A, if [a,a] = 0 for all a ∈ A, then axiom (i) holds, and hence A is a Lie algebra. 
Note that Definition 2.4 is for left Leibniz algebras. One can define right Leibniz algebras 
in a similar way. Following Barnes (15), throughout this work, we will focus on left Leibniz 
algebras. 
 
Example 2.5. Let A = span{x, y, z} with non-zero brackets defined by [x,x] = z, [x,y] = y 
and [y,x] = −y. Let a, b, c ∈ A such that 
                                a = α1x + α2y + α3z, 
                                b = β1x + β2y + β3z, 
                                c = γ1x + γ2y + γ3z  for   αi, βi, γi ∈ 𝔽,1 ≤ i ≤ 3. 
Then       [a,[b,c]]  = [a,[ β1x + β2y + β3z, γ1x + γ2y + γ3z]] 
                                        = [a,[ β1x + β2y + β3z, γ1x] + [β1x + β2y + β3z, γ2y] 
                                            + [β1x + β2y + β3z, γ3z]] 
                                        = [a,[ β1x, γ1x] + [β2y, γ1x] + [β3z, γ1x] + [β1x, γ2y] + [β2y, γ2y] 
                                            + [β3z, γ2y] + [β1x,γ3z] + [β2y, γ3z] + [β3z, γ3z]] 
                                        = [a, β1γ1[x,x] + β2γ1[y,x] + β3γ1[z,x] + β1γ2[x,y] + β2γ2[y,y] 
                                            + β3γ2[z,y] + β1γ3[x,z] + β2 γ3[y,z] + β3 γ3[z,z]] 
                                        = [a,( β1γ1)z − (β2γ1)y + (β1γ2)y] 
                                        = β1γ1[a,z] − β2γ1[a,y] + β1γ2[a,y] 
                                        = β1γ1[α1x + α2y + α3z,z] − β2γ1[α1x + α2y + α3z,y] 
                                            + β1γ2 [α1x + α2y + α3z,y] 
                                        = β1γ1(α1[x,z] + α2[y,z] + α3[z,z]) − β2γ1(α1[x,y] + α2[y,y] 
                                            + α3[z,y]) + β1γ2 (α1[x,y] + α2[y,y] + α3[z,y]) 
                                        = − (α1β2 γ1)y + (α1β1 γ2)y  
                                 = (α1β1γ2 − α1β2γ1)y. 
Similarly, we have 
    [[a,b],c] + [b,[a,c]]   = [α1β1z − α2β1y + α1β2y,c] + [b,[ α1γ1z − α2γ1y + α1γ2y]] 
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                                        = (α2β1γ1)y − (α1β2 γ1)y − (α2β1 γ1)y + (α1β1γ2)y 
                                        = (α1β1 γ2 − α1β2 γ1)y. 
Thus the Leibniz identity holds, hence, A is a Leibniz algebra. In fact, A is not a Lie 
algebra since [x,x] = z ≠ 0. 
 

For subsets M and N of a Leibniz algebra A, we define the product of M and N to 
be the subspace spanned by all brackets [a,b], where a ∈ M and b ∈ N, denoted by 
[M,N]. 

 
Definition 2.6. (9) A subspace M of a Leibniz algebra A is called a subalgebra of A if 
[M,M] ⊆ M. A subspace M of a Leibniz algebra A is called an ideal of A if [M, A] ⊆ M and 
[A, M] ⊆ M. 
 

For ideals M and N of a Leibniz algebra A, there are several ways to construct 
new ideals from M and N, similar to the case of Lie algebras. The sum and intersection of 
two ideals of a Leibniz algebra are also ideals. However, the product of two ideals does 
not necessarily result in an ideal, as demonstrated below. 

 

Example 2.7. (16) Let A = span{x, a, b, c, d} with non-zero brackets defined by [a,b] = c,  
[b,a] = d, [x,a] = a = −[a,x], [x,c] = c, [x,d] = d, [c,x] = d, [d,x] = −d. Let M = span{a, c, 
d} and N = span{b, c, d}. Then M and N are ideals of A, but [M,N] = span{c} which is not 
an ideal of A. 
 
Definition 2.8. (9) Let A be a Leibniz algebra. The left center of A is Zℓ(A) = {x ∈ A | [x,a] = 
0 for all a ∈ A}. The right center of A is Zr(A) = {x ∈ A | [a,x] = 0 for all a ∈ A}. The center 
of A is Z(A) = Zℓ(A) ∩ Zr(A). 
 

Given any Leibniz algebra A, we denote Leib(A) = span{[x,x] | x ∈ A}. Clearly, 
Leib(A) = {0} if and only if A is a Lie algebra. 
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Example 2.9. Consider the Leibniz algebra A = span{x, y, z} with non-zero brackets 
defined by [x,x] = z, [x,y] = y and [y,x] = −y. Then for all a ∈ A, 
          [a,a] = [α1x + α2y + α3z, α1x + α2y + α3z] = 2α1z + α1 α2y − α2γ1y = 2α1z. 
We can see that A is not a Lie algebra because Leib(A) = span{z}. 

 

Proposition 2.10. Let A be a Leibniz algebra. Then Z(A) and Leib(A) are ideals of A. 
Moreover, Leib(A) ⊆ Zℓ(A). 
Proof. Let a ∈ Z(A) and b ∈ A. Then [a,b] = 0 = [b,a]. This implies that [Z(A),A] ⊆ Z(A) and 
[A,Z(A)] ⊆ Z(A), hence, Z(A) is an ideal of A. Let x ∈ Leib(A) and y ∈ A. Then there exist u 
∈ A and α ∈ 𝔽 such that x = α[u,u]. Consider the element [y + x, y + x] − [y,y] ∈ Leib(A), 
we have 
       Leib(A)  ∋   [y + x, y + x] − [y,y]    = [y, y + x] + [x, y + x] − [y,y] 
                                                              = [y,y] + [y,x] + [x, y + x] − [y,y] 
                                                              = [y,x] + [α[u,u], y + x] 
                                                              = [y,x] + α([u, [u, y + x]] − [u, [u, y + x]]) 
                                                              = [y,x]. 
Therefore, [A,Leib(A)] ⊆ Leib(A). Moreover, [x,y] = [α[u,u],y] = α([u,[u,y]] − [u,[u,y]]) = 0 ∈ 

Leib(A) for all y ∈ A. Hence Leib(A) ⊆ Zℓ(A) and Leib(A) is an ideal of A.                          
 

For any ideal M of a Leibniz algebra A, we define the quotient space by A / M = 
{a + M | a ∈ A} with the bracket [x + M, y + M] = [x,y] + M, for all x, y ∈ A.    
 
Proposition 2.11. Let M be an ideal of Leibniz algebra A. Then A / M is a Leibniz algebra. 
Proof. Observe that A / M is a subalgebra because for any x, y ∈ A, 
                                         [x + M, y + M] = [x,y] + M ∈ A / M. 
Let α, β ∈ 𝔽 and x, y, z ∈ A. Then 
                          [αx + βy + M, z + M] = [αx + βy, z] + M = α[x,z] + β[y,z] + M,  
                          [x + M, αy + βz + M] = [x, αy + βz] + M = α[x,y] + β[x,z] + M. 
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Thus, the bracket is bilinear. To check if the Leibniz identity is satisfied, we consider the 
following: 
                         [x + M, [y + M, z + M]] = [x + M, [y,z] + M] = [x, [y,z]] + M. 
We know that [x,[y,z]] = [[x,y],z] + [y,[x,z]] since A is a Leibniz algebra. Thus the Leibniz 
identity holds. Now, we will check if the bracket is well defined. To do this, assume that     
x + M = x̃ + M and y + M = ỹ + M. This implies that x̃ = x + i1 and ỹ = y + i2 for some i1, i2 

∈ M. Then  
                                     [ x̃ + M, ỹ + M]  = [x + i1 + M, y + i2 + M] 
                                                                 = [x + i1, y + i2] + M 
                                                                 = [x,y] + [i1,y] + [x,i2] + [i1,i2] + M. 
Here, [i1,y], [x,i2] and [i1,i2] are all in M since M is an ideal. Thus, 
                      [x,y] + [i1,y] + [x,i2] + [i1,i2] + M = [x,y] + M = [x + M, y + M]. 

Therefore, the bracket is indeed well-defined and A / M is a Leibniz algebra.                  
   
 
Proposition 2.12. Let A be a Leibniz algebra. Then Leib(A) is the minimal ideal of A such 
that A / Leib(A) is a Lie algebra. 
Proof. Suppose there exists an ideal S such that A / S is a Lie algebra. Then S must have 
the property that for all x ∈ A, [x,x] ∈ S. This is only achievable if S = {0} or S ⊇ Leib(A). 

Thus, Leib(A) is the minimal ideal of A such that A / Leib(A) is a Lie algebra.                    
 
Definition 2.13. (9) Let A be a Leibniz algebra. A linear transformation δ: A → A is a 
derivation of A if δ[a,b] = [δ(a),b] + [a, δ(b)] for all a, b ∈ A. 
 

We denote Der(A) to be the set of all derivations of A with the commutator 

bracket [δ1, δ2] := δ1 ∘ δ2 − δ2 ∘ δ1 for any δ1, δ2 ∈ Der(A). 
 
Proposition 2.14. (14) Let A be a Leibniz algebra. Then Der(A) is a Lie algebra under the 
commutator bracket. 
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Proof. Let A be a Leibniz algebra. Since Der(A) is closed under linear combinations, it is a 
subspace of gl(A), the Lie algebra of all linear transformations on A under the commutator 
bracket. Let δ1, δ2 ∈ Der(A). Then for all x, y ∈ A we have 
           [δ1, δ2][x,y]   = δ1(δ2 [x,y]) − δ2(δ1 [x,y]) 
                                 = δ1([δ2(x),y] + [x, δ2(y)]) − δ2([δ1(x),y] + [x, δ1(y)]) 
                                 = δ1([δ2(x),y]) + δ1([x, δ2(y)]) − δ2([δ1(x),y]) − δ2([x, δ1(y)]) 
                                 = [δ1(δ2(x)),y] + [δ2(x), δ1(y)] + [δ1(x), δ2(y)] + [x, δ1(δ2(y))] 
                                    − [δ2(δ1(x)),y] − [δ1(x), δ2(y)] − [δ2(x), δ1(y)] − [x, δ2(δ1(y))] 
                                 = [δ1(δ2(x)),y] + [x, δ1(δ2(y))] − [δ2(δ1(x)),y] − [x, δ2(δ1(y))] 
                                 = [δ1 δ2(x),y] + [x, δ1 δ2(y)] − [δ2 δ1(x),y] − [x, δ2 δ1(y)] 
                                 = [[δ1, δ2](x),y] + [x,[ δ1, δ2](y)] 
which implies that [δ1, δ2] ∈ Der(A). Hence Der(A) is a subalgebra of the Lie algebra gl(A), 

and thus a Lie algebra.                                                                                        
      
Definition 2.15. (9) Let A be a Leibniz algebra. An ideal M of A is a characteristic ideal if  
δ(M) ⊆ M for all δ ∈ Der(A). 
 

As shown in (9), the ideals Leib(A) and Zℓ(A) are characteristic ideals. Let A be a 
Leibniz algebra. For any a ∈ A, we define the left multiplication operator La : A → A by 
La(b) = [a,b] for all b ∈ A. Clearly, La ∈ Der(A) because for all b, c ∈ A we have La [b,c] = 
[a,[b,c]] = [[a,b],c] + [b,[a,c]] = [La(b),c] + [b,La(c)]. 
 

For a Lie algebra L, a derivation d : L → L is inner if there exists x ∈ L such that d 
= adx where adx : L → L is defined by adx(y) = [x,y] for all y ∈ L. Several authors have 
adopted the same definition for inner derivations of Leibniz algebras. It is known that all 
derivations of simple Lie algebras are inner. However, as shown in (9) with this definition, 
there is a simple Leibniz algebra that contains an outer derivation. Hence we use the 
wider definition of inner derivations of Leibniz algebras given in (9). 
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Definition 2.16. (9) Let A be a Leibniz algebra. A derivation δ ∈ Der(A) is said to be inner 
if there exists x ∈ A such that im(δ − Lx) ⊆ Leib(A). 
 
Example 2.17. Consider the Leibniz algebra A with the ordered basis B = {x, y, z} and 
non-zero brackets defined by [x,x] = z, [x,y] = y and [y,x] = −y. Let δ ∈ Der(A) and define 
the action of δ on the basis elements as follows: 
                         δ(x) = α1x + α2y + α3z, 
                         δ(y) = β1x + β2y + β3z   and 
                         δ(z) = γ1x + γ2y + γ3z    for αi, βi, γi ∈ 𝔽,1 ≤ i ≤ 3. 

Therefore, [δ]B = [

α1 β1 γ1

α2 β2 γ2

α3 β3 γ3

] . By the derivation property, we have 

                    δ[x,x] = [δ(x),x] + [x, δ(x)] 
                                        = [α1x + α2y + α3z, x] + [x, α1x + α2y + α3z] 
                                        = α1[x,x] + α2[y,x] + α1[x,x] + α2[x,y] 
                                        = α1z − α2y + α1z + α2y 
                                        = 2α1z. 
Since [x,x] = z, 2α1z = δ[x,x] = δ(z) = γ1x + γ2y + γ3z. Then we have γ1 = γ2 = 0 and γ3 = 
2α1. Similarly, we have 
 β1x + β2y + β3z  =  δ(y) = δ[x,y] 
                                        = [δ(x),y] + [x, δ(y)] 
                                        = [α1x + α2y + α3z,y] + [x, β1x + β2y + β3z] 
                                        = α1 [x,y] + β1 [x,x] + β2 [x,y] 
                                        = α1y + β1z + β2y. 
Then we have β1 = β3 and α1 = 0. It follows that γ3 = 0. Also, we have 
       0 =  δ(0)  = δ[x,z] = [δ(x),z] + [x, δ(z)] 
                                        = [α1x + α2y + α3z, z] + [x, γ 1x + γ 2y + γ 3z] 
                                        = 0 + γ 1 [x,x] + γ 2 [x,y] 
                                        = γ 1z + γ 2y 
which implies γ 1 = γ 2 = 0. In addition, we have 
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    − β1x − β2y − β3 z    = −( β1x + β2y + β3z) 
                                        = δ(−y) 
                                        = δ[y,x] 
                                        = [δ(y),x] + [y, δ(x)] 
                                        = [β1x + β2y + β3z,x] + [y, α1x + α2y + α3z] 
                                        = β1[x,x] + β2[y,x] + α1[y,x] 
                                        = β1z − β2y − β3y 
which implies β1 = β3 = 0. 
                         0 = δ(0)  = δ[z,x] 
                                        = [δ(z),x] + [z, δ(x)] 
                                        = [γ 1x + γ 2y + γ 3z,x] + [z, α1x + α2y + α3z] 
                                        = γ 1z − γ 2y 
which implies γ 1 = γ 2 = 0. 

Therefore, [δ]B = [
0 0 0

α2 β2 0
α3 0 0

]  

                          = α2 [
0 0 0
1 0 0
0 0 0

] +  α3 [
0 0 0
0 0 0
1 0 0

] +  β2 [
0 0 0
0 1 0
0 0 0

] 

Hence Der(A) = span{ δ1, δ2, δ3}, where 
                                     δ1(x) = y , δ1(y) = 0, δ1(z) = 0, 
                                     δ2(x) = z, δ2(y) = 0, δ2(z) = 0, 
                                     δ3(x) = 0, δ3(y) = y, δ3(z) = 0. 
Since im(δ1 − L-y) ⊆ Leib(A), im(δ2 − Lz) ⊆ Leib(A) and im(δ3 − Lx) ⊆ Leib(A), δ1, δ2 and δ3 

are inner. 
 

For a Leibniz algebra A, we define the ideals A(1) = A = A1, A(i) = [A(i−1), A(i−1)] and  

Ai = [A, Ai−1] for i ∈ ℤ≥2. The Leibniz algebra is said to be solvable (resp. nilpotent) if A(m) = 
{0} (resp. Am = {0}) for some positive integer m. The maximal solvable (resp. nilpotent) 
ideal of A is called the radical (resp. nilradical) denoted by rad(A) (resp. nilrad(A)). A 
Leibniz algebra A is called simple if its ideals are only {0}, Leib(A), A and [A, A] ≠ 
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Leib(A). A Leibniz algebra A is semisimple if rad(A) = Leib(A). We recall an analog of 
Levi’s theorem for Leibniz algebras which will be used in this work. 
 
Theorem 2.18. (17) Let A be a Leibniz algebra. Then there exists a subalgebra S (which is 
a semisimple Lie algebra) of A such that A = S + rad(A) and S ∩ rad(A) = {0}. 
 
Corollary 2.19. Let A be a semisimple Leibniz algebra. Then there exists a semisimple Lie 
algebra S of A such that A = S + Leib(A). 
 



 

CHAPTER 3  
DECOMPOSITIONS OF LEIBNIZ ALGEBRS 

Let IDer(A) be the set of all inner derivations of a Leibniz algebra A and L(A) = 
span{La | a ∈ A}. It should be noted that L(A) ⊆ IDer(A) ⊆ Der(A). 
 
Proposition 3.1. Let A be a Leibniz algebra. Then L(A) and IDer(A) are ideals of Der(A). 
Proof. Let La ∈ L(A) where a ∈ A and d ∈ Der(A), we have [La,d](x) = La(d(x)) − d(La(x)) = 
[a,d(x)] − d[a,x] = [a,d(x)] − [d(a),x] − [a,d(x)] = L-d(a)(x) for all x ∈ A. Then [La,d] = L-d(a). 
Hence, L(A) is an ideal of Der(A). To show that IDer(A) is an ideal of Der(A). Let d ∈ 
Der(A) and δ ∈ IDer(A). Then there exist b ∈ A such that im(δ− Lb) ⊆ Leib(A). For any x ∈ 
A, we have   
                           [δ,d](x)   = δ(d(x)) − d(δ(x)) 
                                              = δ(d(x)) − Lb(d(x)) + [b,d(x)] − d(δ(x)) 
                                              = (δ − Lb)(d(x)) + d([b,x]) − [d(b),x] − d(δ(x)). 
Consider, [δ,d](x) + [d(b),x] = (δ − Lb)(d(x)) + d(Lb(x)) − d(δ(x))  
                                              = (δ − Lb)(d(x)) − d((δ− Lb)(x))  
                                              ∈ Leib(A).  
Thus, im([δ,d] − L-d(b)) ⊆ Leib(A) which implies that [δ,d] ∈ IDer(A). Similary, [d,δ] ∈ 

IDer(A). Hence IDer(A) is an ideal of Der(A).                                                                        
 

By studying the set of left multiplications and the set of all inner derivations of the 
Leibniz algebra A, we became interested in the elements x such that the left multiplication 
Lx maps from A into Leib(A). So, we define the set IA = {x ∈ A | im(Lx) ⊆ Leib(A)}. It is clear 
that Leib(A) ⊆ IA. The following are easy but important observations. 
 
Proposition 3.2. (18) Let A be a Leibniz algebra. Then IA is a characteristic ideal of A. 
Proof. To show that IA is an ideal of A, let x ∈ IA and a ∈ A. Then for all y ∈ A, L[x,a](y) = 
[[x,a],y] ∈ Leib(A) and L[a,x](y) = [[a,x],y] = [a,[x,y]] − [x,[a,y]] ∈ Leib(A), hence [x,a], [a,x] 
∈ IA which implies that IA is an ideal of A. To show that IA is a characteristic ideal, let x ∈ IA 
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and d ∈ Der(A). Then for all y ∈ A, Ld(x)(y) = [d(x),y] = d[x,y] − [x,d(y)] = d(Lx(y)) − Lx(d(y)) 

∈ Leib(A) and hence d(x) ∈ IA. This proves that IA is a characteristic ideal of A.              
                                   
Proposition 3.3. (18) Let A be a Leibniz algebra. Then Zℓ(A / Leib(A)) ≅ IA / Leib(A). 
Proof. Clearly, Leib(A) is an ideal of IA. Then Zℓ(A / Leib(A)) = {x + Leib(A) | [x + Leib(A),  
y + Leib(A)] = Leib(A) for all y ∈ A} = {x + Leib(A) | [x,y] ∈ Leib(A) for all y ∈ A}.                
By the trivial isomorphism φ defined by φ(x + Leib(A)) = x + Leib(A) for all x + Leib(A) ∈ 

Zℓ(A / Leib(A)), it follows that Zℓ(A / Leib(A)) ≅ IA / Leib(A).                                                
 

It is known that L(A) forms a Lie algebra under the commutator bracket. The 
following result is easily derived. 
 
Theorem 3.4. (18) Let A be a Leibniz algebra. Then A / Zℓ(A) ≅ L(A). 
Proof. Define φ : A → L(A) by φ(x) = Lx for all x ∈ A. Then for any x, y, z ∈ A, we have 
φ([x,y])(z) = L[x,y](z) = [[x,y],z] and [φ(x), φ(y)](z) = [Lx,Ly](z) = LxLy(z) − LyLx(z) = [x,[y,z]] − 
[y,[x,z]] = [[x,y],z] + [y,[x,z]] − [y,[x,z]] = [[x,y],z]. Therefore, φ([x,y]) = [φ(x), φ(y)]. 
Clearly, φ is onto and ker(φ) = {x ∈ A | Lx = 0} = {x ∈ A | [x,y] = 0 for all y ∈ A} = Zℓ(A). 

Hence, A / Zℓ(A) ≅ L(A).                                                                                                       
 
The following is immediate from Proposition 3.3 and Theorem 3.4. 

 
Corollary 3.5. Let A be a Leibniz algebra. Then  A / IA ≅ L(A / Leib(A)). 
 

In addition to the elements that render the image of its left multiplication a subset 
of Leib(A), we also investigate the set of all derivations of a Leibniz algebra A whose 
image resides within Leib(A). We define the set I = {d ∈ Der(A) | im(d) ⊆ Leib(A)}. Clearly, 
I ⊆ IDer(A) ⊆ Der(A). 
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Lemma 3.6. Let A be a Leibniz algebra. Then I is an ideal of Der(A). 
Proof. Let d ∈ I and δ ∈ Der(A). Then im(d) ⊆ Leib(A). Since Leib(A) is a characteristic 
ideals of A, for any x ∈ A, [d, δ](x) = d(δ(x)) − δ(d(x)) ∈ Leib(A). This implies that [I,Der(A)] 

⊆ I. Hence I is a ideal of Der(A).                                                                                          
 

The following theorem is one of our main results. 
 
Theorem 3.7. (18) Let A be a Leibniz algebra. Then IDer(A) is an ideal of Der(A) and 
IDer(A) = L(A) + I. Moreover, if Z(A / Leib(A)) is trivial, then L(A) ∩ I = {0}. 
Proof. Let d ∈ IDer(A). Then there exists x ∈ A such that im(d − Lx) ⊆ Leib(A). Then d − Lx 

∈ I and hence d ∈ L(A) + I. This implies that IDer(A) ⊆ L(A) + I. Since the reverse inclusion 
is clear, we have IDer(A) = L(A)+I. Consequently, IDer(A) is an ideal of Der(A). Note that 
L(Leib(A)) = {La | a ∈ Leib(A)} = {0} because Leib(A) ⊆ Zℓ(A). Suppose that Z(A / Leib(A)) 
is trivial. Let Lx ∈ L(A) ∩ I. Then [x,a] ∈ Leib(A) for all a ∈ A. Thus x + Leib(A) ∈                

Z(A / Leib(A)) which implies that x ∈ Leib(A). Therefore, L(A) ∩ I ⊆ L(Leib(A)) = {0}.     
            
Example 3.8. Consider the Leibniz algebra A = span{w, x, y, z} with non-zero 
multiplications defined by [w,w] = y and [x,w] = z. Clearly, Leib(A) = span{y, z}. By direct 
calculation, we have that Der(A) = span{d1, d2, d3, d4, d5, d6, d7} where 

d1(w) = w, d1(x) = 0, d1(y) = 2y, d1(z) = z, 

d2(w) = x, d2(x) = 0, d2(y) = z, d2(z) = 0, 

d3(w) = y, d3(x) = 0, d3(y) = 0, d3(z) = 0, 

d4(w) = z, d4(x) = 0, d4(y) = 0, d4(z) = 0, 

d5(w) = 0, d5(x) = x, d5(y) = 0, d5(z) = z, 

d6(w) = 0, d6(x) = y, d6(y) = 0,  d6(z) = 0, 

d7(w) = 0, d7(x) = z, d7(y) = 0,  d7(z) = 0. 
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Then we have L(A) = span{d3, d4} and I = span{d3, d4, d6, d7}. Hence IDer(A) = span{d3, 
d4, d6, d7} = L(A) + I. Note that Z(A / Leib(A)) = span{w + Leib(A), x + Leib(A)} and L(A) ∩ 
I = span{d3, d4} in this case. 
 
Example 3.9. Consider the Leibniz algebra A = span{x, y, z} with non-zero multiplications 
defined by [x,y] = y, [y,x] = −y and [x,x] = z. In this case, we have Leib(A) = span{z} = 
Z(A) and Z(A / Leib(A)) is trivial. By direct calculation, we have that Der(A) = span{d1, d2, 
d3} = IDer(A) where 

d1(x) = y, d1(y) = 0, d1(z) = 0, 

d2(x) = z, d2(y) = 0, d2(z) = 0, 

d3(x) = 0, d3(y) = y, d3(z) = 0. 

Then we have L(A) = span{d1, d2 + d3} and I = span{d2}. Hence IDer(A) = L(A) + I and 
L(A) ∩ I = {0}. 
 
Example 3.10. Consider the Leibniz algebra A = span{x, y, z} with non-zero 
multiplications defined by [x,y] = y,[y,x] = −y and [x,z] = z. Clearly, Leib(A) = span{z}, 
Z(A) = {0} and Z(A / Leib(A)) is trivial. By direct calculation, we have that Der(A) = 
span{d1, d2, d3} = IDer(A) where 

d1(x) = y, d1(y) = 0, d1(z) = 0, 

d2(x) = 0, d2(y) = 0, d2(z) = z, 

d3(x) = 0, d3(y) = y, d3(z) = 0. 

Then we have L(A) = span{d1, d2 + d3} and I = span{d2}. Hence, IDer(A) = L(A) + I and 
L(A) ∩ I = {0} in this case. 
 

Following the definition of the holomorph of a Lie algebra, the holomorph of the 
Leibniz algebra A is defined to be the vector space hol(A) := A ⊕ Der(A), with the bracket 
defined by [x + δ1, y + δ2] = [x,y] + δ1(y) + [Lx, δ2] + [δ1, δ2] for all x, y ∈ A and δ1, δ2 ∈ 
Der(A) (see (9)). By direct calculation, it is known that hol(A) is a Leibniz algebra. 
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Proposition 3.11. Let A be a Leibniz algebra. Then 
                                     hol(A) / (IA ⊕ I)   ≅  A / IA   ⊕  Der(A) / I. 
Proof. Since IA and I are ideals of A and Der(A), respectively, we have IA ⊕ I is an ideal of 
hol(A). By the trivial isomorphism φ defined by φ(x + δ + IA ⊕ I) = x + IA + δ + I for all x + 

δ ∈ hol(A), it follows that hol(A) / (IA ⊕ I) ≅ A / IA ⊕ Der(A) / I.                                             
 

For two subspaces M and N of hol(A), the left centralizer of M in N is defined to 
be Zℓ

N
 (M) = {x ∈ N | [x,M] = 0}. The following results were obtained in (9). 

 
Proposition 3.12. (9) Let A be a Leibniz algebra. Then Zℓ

hol(A)(A) = {x − Lx | x ∈ A}. 
 
Proposition 3.13. (9) Let A be a Leibniz algebra. Then A ∩ Zℓ

hol(A)(A) = Zℓ(A). 
 

Then the following follows immediately from Proposition 3.3 and Proposition 3.13. 
 
Corollary 3.14. Let A be a Leibniz algebra. Then 
                                     A / Leib(A) ∩ Zℓ

hol(A/Leib(A))(A/Leib(A)) ≅ IA / Leib(A). 
 
 

Next, we study properties of the decompositions of Leibniz algebras. These 
results will also be useful for proving properties of complete Leibniz algebras in the next 
chapter. We assume the Leibniz algebra A is the direct sum of two ideals, i.e., A = A1 ⊕ A2 

where A1 and A2 are ideals of A. In (6), Meng proved that for a Lie algebra L if L = L1 ⊕ L2 

where L1 and L2 are ideals of L, then Z(L) = Z(L1) ⊕ Z(L2). Moreover, Der(L) = Der(L1) ⊕ 
Der(L2) if Z(L) = {0}. In the following theorems we obtain some analogous results for 
Leibniz algebras. 
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Theorem 3.15. Let the Leibniz algebra A = A1 ⊕ A2 where A1 and A2 are ideals of A. Then 
(i) Leib(A) = Leib(A1) ⊕ Leib(A2), 
(ii) For any a1 ∈ A1 and a2 ∈ A, if a1 + a2 ∈ Leib(A), then a1 ∈ Leib(A1) and 

                  a2 ∈ Leib(A2), 
(iii) Z(A) = Z(A1) ⊕ Z(A2), 
(iv) L(A) = L(A1) ⊕ L(A2), 

(v) A2= A1
2 ⊕ A2

2, 

(vi) IA = IA1  ⊕ IA2
. 

Proof. (i) If a ∈ Leib(A1) ∩ Leib(A2), then a ∈ A1 ∩ A2 = {0} hence a = 0 which implies 
Leib(A1) ∩ Leib(A2) = {0}. Let a ∈ A. Then there exist a1 ∈ A1 and a2 ∈ A2 such that a = a1 + 
a2. Since [A1,A2], [A2,A1] ⊆ A1 ∩ A2 = {0}, we have that 
                              [a,a] = [a1 + a2,a1 + a2] 
                                        = [a1,a1] + [a1,a2] + [a2,a1] + [a2,a2] 
                                        = [a1,a1] + [a2,a2] 
                                        ∈ Leib(A1) + Leib(A2). 
Hence Leib(A) = span{[a,a] | a ∈ A} ⊆ Leib(A1) + Leib(A2). Since the reverse inclusion is 
clear, we have that Leib(A) = Leib(A1) ⊕ Leib(A2). 
(ii) Let a1 ∈ A1 and a2 ∈ A2. Assume that a1 + a2 ∈ Leib(A). If a1 + a2 = 0, then a1 = −a2 ∈ A2. 
Since A1 ∩ A2 = {0}, it follows that a1 = a2 = 0. Suppose that a1 + a2 ≠ 0. By (i), a1 + a2 ∈ 
Leib(A) = Leib(A1) ⊕ Leib(A2). There exist b1 ∈ Leib(A1) and b2 ∈ Leib(A2) such that a1 +a2 

= b1 +b2. Thus, a1 − b1 = b2 − a2 ∈ A1 ∩ A2 = {0}. Hence a1 = b1 ∈ Leib(A1) and a2 = b2 ∈ 
Leib(A2). 
(iii) Since A1∩ A2 = {0}, Z(A1) ∩ Z(A2) = {0}. Let a1 ∈ Z(A1) and a2 ∈ Z(A2). Let b ∈ A. Then 
there exist b1 ∈ A1 and b2 ∈ A2 such that b = b1 + b2. Then we have  
                [a1 + a2, b] = [a1 + a2, b1 + b2] 
                                        = [a1,b1] + [a2,b1] + [a1,b2] + [a2,b2] 
                                        = [a1,b1] + [a2,b2] (∵ [A1,A2] = {0}) 
                                        = 0.   (∵ a1 ∈ Z(A1) and a2 ∈ Z(A2)). 
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Similarly, [b, a1 + a2] = [b1 + b2, a1 + a2] = [b1,a1] + [b2,a2] = 0. Then a1 + a2 ∈ Z(A). Hence 
Z(A1) ⊕ Z(A2) ⊆ Z(A). To show that Z(A) ⊆ Z(A1) ⊕ Z(A2), let a ∈ Z(A). Then there exist a1 

∈ A1 and a2 ∈ A2 such that a = a1 + a2. For any b1 ∈ A1, we have [a1,b1] = [a − a2, b1] = [a,b1] 
− [a2,b1] = 0 and [b1,a1] = [b1, a − a2] = [b1,a] − [b1,a2] = 0 because a ∈ Z(A) and [A1,A2] = 
{0}. Hence a1 ∈ Z(A1). Similarly, we have a2 ∈ Z(A2). Therefore, Z(A) = Z(A1) ⊕ Z(A2). 
(iv) Let a ∈ A. Then La ∈ L(A) and there exist a1 ∈ A1 and a2 ∈ A2 such that a = a1 + a2. Thus, 

for any x ∈ A, we have La(x) = La1+a2 (x) = [a1 + a2, x] = [a1,x] + [a2,x] = La1 (x) + La2 (x) = 

La1 (x1 + x2) + La2 (x1 + x2) = La1 (x1) + La2 (x2) for some x1 ∈ A1 and x2 ∈ A2. This implies that La 

∈ L(A1) + L(A2). It is clear that L(A1) + L(A2) ⊆ L(A) and L(A1) ∩ L(A2) = {0}. Hence L(A) = 
L(A1) ⊕ L(A2). 
(v) Let a, b ∈ A and α ∈ 𝔽. Since A = A1 ⊕ A2, there exist a1, b1 ∈ A1 and a2, b2 ∈ A2 such 
that a = a1 + a2 and b = b1 + b2. Then α[a,b] = α[a1 + a2, b1 + b2] = [αa1 + αa2, b1 + b2] = 

[αa1,b1] + [αa1,b2] + [αa2,b1] + [αa2,b2] = [αa1,b1] + [αa2,b2] ∈ [A1, A1] + [ A2, A2] = A1
2 + 

A2
2. Thus, A2 ⊆ A1

2 + A2
2. Clearly, A1

2 + A2
2 ⊆ A2and A1

2 ∩ A2
2 = {0}. Hence A2= A1

2 ⊕ A2
2. 

(vi) Observe that IA1  + IA2  ⊆ IA and IA1  ∩ IA2
.= {0}. Let x ∈ IA. Since x ∈ A, there exist x1 ∈ A1 

and x2 ∈ A2 such that x = x1 + x2. It follows that Lx1 (A) + Lx2 (A) = Lx1+x2 (A) = Lx(A) ⊆ Leib(A) 

= Leib(A1) ⊕ Leib(A2). By (ii), we have Lxi (A) ⊆ Leib(Ai) for i = 1, 2. Hence IA = IA1  ⊕ IA2
.              

                                                                                                                                             
 
Corollary 3.16. Let the Leibniz algebra A = A1 ⊕ A2 where A1 and A2 are ideals of A. Then
                         Z(A / Leib(A)) = {0} if and only if Z(Ai / Leib(Ai)) = {0} for all i = 1, 2. 
Proof. By Theorem 3.15, we have 

             Z(A / Leib(A)) = Z(
A

1  ⊕ A
2

Leib(A
1
) ⊕ Leib(A

2
)
) ≅ Z(A1 / Leib(A1)) ⊕ Z(A2 / Leib(A2)) 

Hence the result follows.                                                                   
 

Let the Leibniz algebra A = A1 ⊕ A2 where A1 and A2 are ideals of A. For δ ∈ 
Der(A1), we can extend δ to be a derivation on A by defining δ(x1 + x2) = δ(x1) for any x1 ∈ 
A1 and x2 ∈ A2. Similarly, for δ ∈ Der(A2), we can extend δ to be a derivation on A by 
defining δ(x1 + x2) = δ(x2) for any x1 ∈ A1 and x2 ∈ A2. Hence, we can and do consider δ ∈ 
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Der(A1) and δ ∈ Der(A2) as derivations on A and view Der(Ai) ⊆ Der(A) for i = 1, 2. The 
following theorem is one of our main results. 
 
Theorem 3.17. Let the Leibniz algebra A = A1 ⊕ A2 where A1 and A2 are ideals of A. Then
                           Der(A) = (Der(A1) + I1) ⊕ (Der(A2) + I2 
where            I1  = { δ ∈ Der(A) | δ(A2) = {0} and δ(A1) ⊆ A2 ∩ Z(A)} and 
                      I2  = { δ ∈ Der(A) | δ(A1) = {0} and δ(A2) ⊆ A1 ∩ Z(A)}. 
Proof. First we observe that if δ ∈ (Der(A1) + I1) ∩ (Der(A2) + I2), then δ ∈ (Der(Ai) + Ii),i = 
1, 2. So δ(A) ⊆ A1 ∩ A2 = {0} which implies δ = 0 and hence (Der(A1) ⊕ I1) ∩ (Der(A2) ⊕ I2) 
= {0}. To show that Der(A) ⊆ (Der(A1) + I1) ⊕ (Der(A2) + I2), let 0 ≠ δ ∈ Der(A). Suppose 
there exists x ∈ A1 such that 0 ≠ δ(x) ∈ A2. Then we have that [δ(x),x1] = 0 = [x1, δ(x)] for 
all x1 ∈ A1. Thus, δ(x) ∈ Z(A1) ⊆ Z(A) which implies that δ(x) ∈ Z(A) ∩ A2. Similarly, if there 
exists x ∈ A2 such that 0 ≠ δ(x) ∈ A1, then δ(x) ∈ Z(A) ∩ A1. Set 
                                              S11 = {x1 ∈ A1 | δ(x1) ∈ A1},  
                                                        S12 = {x1 ∈ A1 | δ(x1) ∈ A2}, 
                                                        S21 = {x2 ∈ A2 | δ(x2) ∈ A1},  
                                                        S22 = {x2 ∈ A2 | δ(x2) ∈ A2}. 
Clearly, A1 = S11 ∪ S12, A2 = S21 ∪ S22, δ(S11) ⊆ A1, δ(S12) ⊆ Z(A) ∩ A2, S11 ∩ S12 = {0}, δ(S21) 
⊆ Z(A) ∩ A1, δ(S22) ⊆ A2 and S21 ∩ S22 = {0}. For any x = x1 + x2 ∈ A where x1 ∈ A1 and x2 ∈ 
A2 we define δ11, δ12, δ21 and δ22 as follows: 
                                                        δ11(x) = δ(x1) if x = x1 ∈ S11,  
                                                        δ12(x) = δ(x1) if x = x1 ∈ S12,  
                                                        δ21(x) = δ(x2) if x = x2 ∈ S21,  
                                                        δ22(x) = δ(x2) if x = x2 ∈ S22, 
and δij(x) = 0 otherwise, for i, j = 1,2. Then we have that δ11, δ12, δ21, δ22 ∈ Der(A). In 
particular, δ11 ∈ Der(A1), δ12 ∈ I1, δ21 ∈ I2 and δ22 ∈ Der(A2). By definition, any δ ∈ Der(A) can 
be written as δ = δ11 + δ12 + δ21 + δ22. Hence we have Der(A) ⊆ (Der(A1) + I1) ⊕ (Der(A2) + 

I2). Since the reverse inclusion is clear, we have Der(A) = (Der(A1) + I1) ⊕ (Der(A2) + I2).  
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Corollary 3.18. Let the Leibniz algebra A = A1 ⊕ A2 where A1 and A2 are ideals of A. Then 
(i) if Z(A) = {0}, then Der(A) = Der(A1) ⊕ Der(A2), 
(ii) if A2

i = Ai for all i = 1,2, then Der(A) = Der(A1) ⊕ Der(A2), 

(iii) if Z(A) ∩ Ai ≠{0} and Aj2  ≠ Aj  for i ≠ j, then Der(A) ≠ Der(A1) ⊕ Der(A2). 
Proof. (i) Assume that Z(A) = {0}. Then we have {δ ∈ Der(A) | δ(A2) = {0} and δ(A1) = {0}}  
and {δ ∈ Der(A) | δ(A1) = {0} and δ(A2) = {0}}. Hence I1 = {0} = I2 which implies Der(A) = 
Der(A1) ⊕ Der(A2). 

(ii) If Ai2   = Ai for all i = 1, 2, then for δ ∈ Der(A) we have δ(Ai) = δ(Ai2  ) = δ([Ai, Ai]) = [δ(Ai), 
Ai] + [Ai, δ(Ai)] ⊆ Ai + Ai ⊆ Ai for i = 1, 2. This implies that Ii = {0} for i = 1, 2. Hence, Der(A) 
= Der(A1) ⊕ Der(A2). 

(iii) Assume that Z(A) ∩ A1 ≠ {0} and A2
2  ≠ A2. Then there exist 0 ≠ x1 ∈ Z(A) ∩ A1 and 0 

≠ x2 ∈ A2\ A2
2. Suppose that x2 ∈ A2 = A1

2 ⊕ A2
2. Then x2 ∈ A1

2 ∩ A2 ⊆ A1 ∩ A2 = {0}. Thus, x2 

= 0 which is a contradiction. Hence x2 ∉ A2. Define δ: A → A by δ(x2) = x1 and δ(x) = 0 for 
all x ≠ x2. Clearly, for any x, y ∈ A we have [x,y] ≠ x2 and hence δ[x,y] = 0. Consider 
              x = x2,y = x2, [δ(x),y] + [x, δ(y)] = [δ(x2),x2] + [x2, δ(x2)] = [x1,x2] + [x2,x1] = 0,  

              x = x2, y ≠ x2, [δ(x),y] + [x, δ(y)] = [δ(x2),y] + [x2, δ(y)] = [x1,y] + [x2,0] = 0, 

              x ≠ x2, y = x2, [δ(x),y] + [x, δ(y)] = [δ(x),x2] + [x, δ(x2)] = [0,x2] + [x,x1] = 0, 

              x ≠ x2, y ≠ x2, [δ(x),y] + [x, δ(y)] = [δ(x),y] + [x, δ(y)] = [0,y] + [x,0] = 0. 

This implies δ[x,y] = [δ(x),y] + [x,δ(y)] for all x, y ∈ A. Thus, δ is a derivation of A. Since 

δ(A1) = {0} and δ(A2) = span{x1} ⊆ Z(A) ∩ A1, δ ∈ I2 which implies ∅ ≠ I2 ≠ {0}. Hence 

Der(A) ≠ Der(A1) ⊕ Der(A2).                                                                                                

 
Example 3.19. Consider the Leibniz algebra A = A1 ⊕ A2 where A1 = span{x, y, z} and A2 = 
span{a, b, c} with the non-zero multiplications in A given by [x,z] = αz, α ∈ 𝔽 \ {0}, [x,y] = 
y, [y,x] = −y, [a,a] = c, [a,b] = b and [b,a] = −b. By direct calculations, we have that 
Der(A) = span{ δ1, δ2, δ3, δ4, δ5, δ6, δ7} where 

δ1(x) = y, δ1(y) = 0, δ1(z) = 0, δ1(a) = 0, δ1(b) = 0, δ1(c) = 0, 

δ2(x) = 0, δ2(y) = y, δ2(z) = 0, δ2(a) = 0, δ2(b) = 0, δ2(c) = 0, 
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δ3(x) = 0, δ3(y) = 0, δ3(z) = z, δ3(a) = 0, δ3(b) = 0, δ3(c) = 0, 

δ4(x) = 0, δ4(y) = 0, δ4(z) = 0, δ4(a) = b, δ4(b) = 0, δ4(c) = 0, 

δ5(x) = 0, δ5(y) = 0, δ5(z) = 0, δ5(a) = c, δ5(b) = 0, δ5(c) = 0, 

δ6(x) = 0, δ6(y) = 0, δ6(z) = 0, δ6(a) = 0, δ6(b) = b, δ6(c) = 0, 

δ7(x) = c, δ7(y) = 0, δ7(z) = 0, δ7(a) = 0, δ7(b) = 0, δ7(c) = 0. 

In this case, Z(A) = span{c}. Hence, Der(A1) = span{ δ1, δ2, δ3}, Der(A2) = span{ δ4, δ5, δ6} 

and δ7 ∈ I1. Note that and Z(A) ∩ A2 = span{c}≠{0} and A1
2= span{y, z} ≠ A1.                

 
Example 3.20. Consider the Leibniz algebra A = A1 ⊕ A2 where A1 = span{x, y, z} and A2 = 
span{a, b, c} with non-zero brackets defined by [x,z] = 2z, α ∈ 𝔽, [y,y] = z, [x,y] = y, [y,x] 
= −y, [a,c] = αc, α ∈ 𝔽, [a,b] = b and [b,a] = −b. Observe that Z(A) = {0}. By direct 
calculations, we can see that Der(A) = span{δ1, δ2, δ3, δ4, δ5} where 

δ1(x) = y, δ1(y) = −z, δ1(z) = 0, δ1(a) = 0, δ1(b) = 0, δ1(c) = 0, 

δ2(x) = z, δ2(y) = y, δ2(z) = 2z, δ2(a) = 0, δ2(b) = 0, δ2(c) = 0, 

δ3(x) = 0, δ3(y) = 0, δ3(z) = 0, δ3(a) = b, δ3(b) = 0, δ3(c) = 0, 

δ4(x) = 0, δ4(y) = 0, δ4(z) = 0, δ4(a) = 0, δ4(b) = b, δ4(c) = 0, 

δ5(x) = 0, δ5(y) = 0, δ5(z) = 0, δ5(a) = 0, δ5(b) = 0, δ5(c) = c. 

In this case, Der(A1) = span{ δ1, δ2} and Der(A2) = span{ δ3, δ4, δ5}. Thus, Der(A) = Der(A1) 
⊕ Der(A2). 
 

In (6), Meng proved that for a Lie algebra L = L1 ⊕ L2 where L1 and L2 are ideals of 
L and for any subspace M of L such that L1 ⊆ M, M = L1 ⊕ (L2 ∩ M) and M is an ideal of L 

if and only if L2 ∩ M is an ideal of L2. The following lemma is the analog for Leibniz 
algebras. 
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Lemma 3.21. Let the Leibniz algebra A = A1 ⊕ A2 where A1 and A2 are ideals of A. 
Let M be a subalgebra of A and A1 ⊆ M. Then 
                                                         M = A1 ⊕ (A2 ∩ M) 
and M is an ideal of A if and only if A2 ∩ M is an ideal of A2. 
Proof. It is clear that M = A ∩ M = (A1 ⊕ A2) ∩ M = A1 ⊕ (A2 ∩ M) because A1 ⊆ M. 
Suppose that M is an ideal of A. Then A2 ∩ M is an ideal of A, hence an ideal of A2. 
Conversely, assume that A2 ∩ M is an ideal of A2. To show M is an ideal of A, let a ∈ A and 
h ∈ M = A1 ⊕ (A2 ∩ M). Then there exist a1 ∈ A1, a2 ∈ A2, b1 ∈ A1 and b2 ∈ A2 ∩ M such that 
a = a1 + a2 and h = b1 + b2. Then we have [a,h] = [a, b1 + b2] = [a,b1] + [a1,b2] + [a2,b2] 
and [h,a] = [b1,a] + [b2,a1] + [b2,a2]. Since A1 is an ideal of A, [a,b1], [a1,b2], [b1,a], [b2,a1] 
∈ A1 ⊆ M. Since A2 ∩ M is an ideal of A2, [a2,b2], [b2,a2] ∈ A2 ∩ M ⊆ M. Therefore, [a,h], 

[h,a] ∈ M which implies M is an ideal of A.                                                                              
 

In (10), Tôgô studied the properties of inner derivations of Lie algebras by 
comparing them with the set of central derivations. Here, we delve into similar findings for 
left Leibniz algebras. Note that Shermatova and Khudoyberdiyev, in (19), also studied 
central derivations by comparing them with inner derivations. However, their focus was on 
right Leibniz algebras, employing the definition of inner derivations provided in (8). 
 
Definition 3.22. Let A be a Leibniz algebra. A derivation d ∈ Der(A) is called a central 
derivation if im(d) ⊆ Z(A). 
 

We denote CDer(A) to be the set of all central derivations of A. It is easy to see 
that CDer(A) is a subalgebra of Der(A). We start by examining derivations of Leibniz 
algebras that are both inner and central. For a Leibniz algebra A, by Theorem 3.7, we 
have that IDer(A) = L(A) + I where I = {d ∈ Der(A) | im(d) ⊆ Leib(A)}. The following 
proposition is the Leibniz algebra analogue of the result in [(10), Lemma 2]. 
 
 



  30 

Proposition 3.23. (18) Let A be a Leibniz algebra and J = I ∩ CDer(A). Then 
(i) IDer(A) ∩ CDer(A) = L(Z1) + J where Z1 = {x ∈ A | [x, A] ⊆ Z(A)}, 
(ii) IDer(A) ∩ CDer(A) ⊆ L(Z2) + J where Z2 = {r ∈ rad(A) | [r, rad(A2)] = 0}. 

Proof. (i) IDer(A) ∩ CDer(A) = L(A) ∩ CDer(A) + I ∩ CDer(A) = {Lx | im(Lx) ⊆ Z(A)} + J = 
L(Z1) + J where Z1 = {x ∈ A | [x,A] ⊆ Z(A)}. 
(ii) Let d ∈ IDer(A) ∩ CDer(A). By (i), there exist z ∈ Z1 and h ∈ J such that d = Lz+h. By 
Theorem 2.18, there exists a semisimple Lie algebra S such that A = S + rad(A) and S ∩ 
rad(A) = {0}. Thus, A2 = S + rad(A2) and there exist s ∈ S and r ∈ rad(A) such that z = s + 
r. Since im(h) ⊆ Z(A), we have h(S) = h([S,S]) = 0 and hence h(rad(A2)) = h(A2) = 0. Since 
im(d) ⊆ Z(A), we also have d(S) = 0 and d(A2) = 0 which implies that d(rad(A2)) = 0. It 
follows that 0 = Ls + r(S) = [s + r, S] = [s,S] + [r,S]. Hence, [s,S] = 0, and so s = 0. 

Therefore, d = Lr + h and [r, rad(A2)] = 0.                                                                             
 
Example 3.24. Consider the Leibniz algebra A = span{w, x, y, z} with non-zero brackets 
defined by [w,x] = y, [x,w] = z, [w,y] = z and [x,x] = z. Clearly Leib(A) = span{y, z} and 
Z(A) = span{z}. By direct calculations, we have that Der(A) = span{d1, d2, d3} = IDer(A) = I 
where 

d1(w) = z, d1(x) = 0, d1(y) = 0, d1(z) = 0, 

d2(w) = 0, d2(x) = y, d2(y) = z, d2(z) = 0, 

d3(w) = 0, d3(x) = z, d3(y) = 0, d3(z) = 0. 

Then CDer(A) = span{d1, d3} = J and Z1 = span{x, y, z}. Then IDer(A) ∩ CDer(A) = L(Z1) + 
J. Moreover, we can see that A = rad(A), rad(A2) = span{y, z} and Z2 = span{x, y, z}. 
Therefore, IDer(A) ∩ CDer(A) ⊆ L(Z2) + J. 
 

Following this, we delve into Leibniz algebras in which all central derivations are 
inner, resulting in the Leibniz algebra analogue of [(10), Lemma 3]. 
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Theorem 3.25. (18) Let A be a Leibniz algebra satisfying CDer(A) ⊆ IDer(A). If rad(A) is 
abelian, then either Z(A) = {0} or A = A2. 
Proof. Let A be a Leibniz algebra satisfying CDer(A) ⊆ IDer(A). By Theorem 2.18, there 
exists a semisimple Lie algebra S such that A = S + rad(A) and S ∩ rad(A) = {0}. 

Suppose that Z(A) ≠ {0} and A ≠ A2. Since A2 = S + [S, rad(A)] + [rad(A), S], we have [S, 
rad(A)] + [rad(A), S] ⊊ rad(A). Choose a subspace U of rad(A) such that rad(A) = U + [S, 
rad(A)] + [rad(A), S] and U ∩ ([S, rad(A)] + [rad(A), S]) = {0}. Define a nonzero linear 
map d : A → A such that d(U) ⊆ Z(A) and d(S + [S, rad(A)] + [rad(A), S]) = 0. Clearly, d 
is a central derivation of A. Since CDer(A) ⊆ IDer(A) = L(A) + I and A = S + rad(A), there 
exist s ∈ S, r ∈ rad(A) and h ∈ I such that d = Ls + r + h. Since d(S) = 0 and [r, S] + h(S) ⊆ 
rad(A), we have [s,S] = 0, and hence s = 0. This implies that d(U) = [r,U] + h(U) ⊆ Leib(A) 
since [r,U] ⊆ [rad(A), rad(A)] = {0}. Let 0 ≠ u ∈ U. Then d(u) = α[x,x] for some α∈ 𝔽 and x 
∈ A. Since S is a subalgebra, x ∉ S which implies x ∈ rad(A). Hence, d(u) = α[x,x] ∈ 
[rad(A), rad(A)] = {0} which contradicts our definition of d. Therefore, we have either Z(A) 

= {0} or A = A2.                                                                                                                     
 
Corollary 3.26. Let A be a Leibniz algebra satisfying CDer(A) ⊆ IDer(A). If Z(A) ≠{0} and 
CDer(A) ≠{0}, then rad(A) is not abelian. 
Proof. Let A be a Leibniz algebra such that CDer(A) ⊆ IDer(A). Suppose that Z(A) ≠{0} 
and CDer(A) ≠{0}. If rad(A) is abelian, then by Theorem 6.4, A = A2. Hence for all d ∈ 
CDer(A), d(A) = d([A,A]) = {0} which implies that d = 0. It follows that CDer(A) = {0}, a 

contradiction. Hence, rad(A) is not abelian.                                                                         
 
Example 3.27. Consider the Leibniz algebra A = span{x, y, z} with non-zero 
multiplications defined by [x,y] = y, [y,x] = −y and [x,x] = z. From Example 3.9, we have 
that Der(A) = span{d1, d2, d3} = IDer(A) where 

d1(x) = y, d1(y) = 0, d1(z) = 0, 

d2(x) = z, d2(y) = 0, d2(z) = 0, 

d3(x) = 0, d3(y) = y, d3(z) = 0. 



  32 

It is easy to see that Z(A) = span{z} ≠ {0} and CDer(A) = span{d2,d3} ⊆ IDer(A). In this 
case, rad(A) = A because A(3) = {0}. Hence, rad(A) is not abelian. 
 

To conclude, we investigate Leibniz algebras in which all inner derivations are 
central, thereby establishing the Leibniz algebra analogue of [(10), Theorem 3]. 
 
Theorem 3.28. (18) Let A be a Leibniz algebra. Then 

(i) IDer(A) ⊆ CDer(A) if and only if A2 
⊆ Z(A) if and only if A3 = {0}, 

(ii) If Z(A) ≠ {0} and IDer(A) = CDer(A), then A2 = Z(A). 
Proof. (i) Suppose that IDer(A) ⊆ CDer(A). Then for all x, y ∈ A, Lx ∈ IDer(A) ⊆ CDer(A) 
and [x,y] = Lx(y) ∈ Z(A). Conversely, assume that A2 ⊆ Z(A). If d ∈ IDer(A), then there 
exists a ∈ A such that d(x) − La(x) ∈ Leib(A) for any x ∈ A which implies that d(x) ∈ A2 ⊆ 
Z(A) and d ∈ CDer(A). Hence, IDer(A) ⊆ CDer(A). Clearly, A2 ⊆ Z(A) if and only if A3 = 
[A,[A,A]] = 0. 

(ii) Suppose that Z(A) ≠ {0} and IDer(A) = CDer(A). By (i), A2 ⊆ Z(A). If A2 ≠ Z(A), then by 
[(20), Theorem 3.6], A has an outer central derivation which contradicts our assumption. 

Thus, A2 = Z(A).                                                                                                                    
 

Note that [(10), Theorem 3 (iii)] is also valid in our case. In [(10), Theorem 3 (ii)], 
Tôgô proved that for a Lie algebra L, if Z(L) ≠ 0, then IDer(L) = CDer(L) if and only if L2 = 
Z(L) and dim(Z(L)) = 1. However, as the following example shows, there exists a Leibniz 
algebra A where Z(A) ≠{0} and IDer(A) = CDer(A), but dim(Z(A)) > 1. 
 
Example 3.29. Consider the Leibniz algebra A = span{w, x, y, z} with non-zero brackets 
defined by [w,w] = z, [w,x] = y and [x,w] = −y. We can see that Z(A) = A2 = span{y, z}, 
Leib(A) = span{z} and Der(A) = span{d1, d2, d3, d4, d5, d6, d7} where 

d1(w) = w, d1(x) = 0, d1(y) = y, d1(z) = 2z, 

d2(w) = 0, d2(x) = x, d2(y) = y, d2(z) = 0, 
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d3(w) = x, d3(x) = 0, d3(y) = 0, d3(z) = 0, 

d4(w) = y, d4(x) = 0, d4(y) = 0, d4(z) = 0, 

d5(w) = z, d5(x) = 0, d5(y) = 0, d5(z) = 0, 

d6(w) = 0, d6(x) = y, d6(y) = 0, d6(z) = 0, 

d7(w) = 0, d7(x) = z, d7(y) = 0, d7(z) = 0. 

Then IDer(A) = span{d4, d5, d6, d7} = CDer(A). 
           



 

CHAPTER 4  
COMPLETE LEIBNIZ ALGEBRAS 

A Lie algebra L is said to be complete if its center is trivial and all derivations are 
inner, i.e., for each derivation δ on L, there exists x ∈ L such that δ = adx. Otherwise, the 
derivation is called outer. In 2013, Ancochea and Campoamor (8) gave a definition of 
complete Leibniz algebras analogous to complete Lie algebras, i.e., a Leibniz algebra A 

is said to be complete if Z(A) = {0} and for each derivation δ on A, there exists x ∈ A such 
that δ = Lx. However, the signature properties of a complete Lie algebra did not extend to 
complete Leibniz algebras under this definition. Motivated by this, in 2020, Boyle, Misra, 
and Stitzinger (9) defined a complete Leibniz algebra as follows. 
 
Definition 4.1. (9) A Leibniz algebra A is complete if 

(i) Z(A / Leib(A)) = {0} and  
(ii) all derivations of A are inner, i.e., Der(A) = IDer(A). 

 
Let A be a Lie algebra and hence a Leibniz algebra. If A is complete as a Leibniz 

algebra, then it is complete as a Lie algebra because Leib(A) = {0} and for each 
derivation δ on A, there exists x ∈ A such that δ = Lx = adx. Throughout this work, we will 
refer to complete Leibniz algebras of Leibniz algebras that satisfy Definition 4.1. 
 
Example 4.2. (12) Consider the Leibniz algebra A = span{x, y, z} with non-zero brackets 
defined by [x,z] = z. We can see that Z(A) = span{y} and Leib(A) = span{z}. Hence        
Z(A / Leib(A)) = A / Leib(A) which is not trivial. Then A is not complete. 
 
Example 4.3. (12) Consider the Leibniz algebra A = span{x, y, z} with non-zero brackets 
defined by [x,z] = αz, [x,y] = y and [y,x] = −y for some α ∈ 𝔽 \ {0}. We can see that Z(A) = 
{0} and Leib(A) = span{z}. Then Z(A / Leib(A)) = {0} and Der(A) = span{ δ1, δ2, δ3} where
    δ1(x) = y, δ1(y) = 0, δ1(z) = 0, 
                                        δ2(x) = 0, δ2(y) = y, δ2(z) = 0, 
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                                        δ3(x) = 0, δ3(y) = 0, δ3(z) = z. 
Since im(δ1 − L-y) ⊆ Leib(A), im(δ2 − Lx) ⊆ Leib(A) and im(δ3 − L0) ⊆ Leib(A), we have that 
A is complete. 
 
Example 4.4. (12) Consider the Leibniz algebra A = span{x, y, z} with non-zero brackets 
defined by [x,x] = z,[x,y] = y and [y,x] = −y. We can see that Z(A) = span{z} = Leib(A), 
Z(A / Leib(A)) = {0} and Der(A) = span{ δ1, δ2, δ3} where 

δ1(x) = y, δ1(y) = 0, δ1(z) = 0, 

δ2(x) = z, δ2(y) = 0, δ2(z) = 0, 

δ3(x) = 0, δ3(y) = y, δ3(z) = 0. 

Since im(δ1 − L-y) ⊆ Leib(A), im(δ2 − Lz) ⊆ Leib(A) and im(δ3 − Lx) ⊆ Leib(A), we have that 
A is complete. 
 
Example 4.5. (12) Consider the Leibniz algebra A = span{x, y, z} with non-zero brackets 
defined by [x,z] = 2z, [y,y] = y, [x,x] = z, [x,y] = y and [y,x] = −y. We can see that Z(A) = 
{0} and Leib(A) = span{z}. Then Z(A / Leib(A)) = {0} and Der(A) = span{ δ1, δ2} where 

δ1(x) = y, δ1(y) = −z, δ1(z) = 0, 

δ2(x) = z, δ2(y) = y, δ2(z) = 2z. 

Since im(δ1 − L-y) ⊆ Leib(A) and im(δ2 − Lx) ⊆ Leib(A), we have that A is complete. 
 
Remark 4.6. It should be noted that the Leibniz algebra in Example 4.5 is complete, 
whereas Examples 4.2, 4.3, and 4.4 are not complete in the sense of (8). This is because 
the centers of Examples 4.2 and 4.4 are not trivial, and there exists an outer derivation in 
Example 4.3 by the definition in (8). 
 

It is known that semisimple Lie algebras are complete. In (9), Boyle, Misra, and 
Stitzinger proved that semisimple Leibniz algebras are also complete using Definition 4.1. 
The following example shows that there exists a semisimple Leibniz algebra which is not 
complete in the sense of (8). 
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Example 4.7. (9) Let S = sl(2,ℂ) and V = ℂ2. It is known that V is an irreducible S module 
under the matrix multiplication. Define A = S ⊕ V with brackets in A given by [x,y] = xy − 
yx = − [y,x], [x,u] = xu, [u,x] = 0 = [v,u] for all x, y ∈ S, u, v ∈ V . Then A is a simple, 
hence semisimple Leibniz algebra with Leib(A) = V . Define the linear operator T : A × A 

→ A by T(x) = 0,T(u) = u for all x ∈ S, u ∈ V . Then for x + u, y + v ∈ A, T [x + u, y + v] = 
T(xy + xv) = xv, [T(x + u), y + v] = 0 and [x + u, T(y + v)] = [x + u,v] = xv. Hence T is a 
derivation. If T = Lx + u for some x + u ∈ A, then for all y + v ∈ A, v ≠ 0 we have v =          
T(y + v) = [x + u, y + v] = [x,y] + xv which implies [x,y] = 0, xv = v for all y ∈ S, v ∈ V . 
This implies x ∈ Z(S) = {0} which is a contradiction since v = xv = 0v = 0. Therefore, T is 
not inner and A is not complete by the definition in (8). 
 

It is known that non-zero nilpotent Lie algebras are not complete (6). In (9), Boyle, 
Misra, and Stitzinger proved that the statement also holds for non-zero nilpotent Leibniz 
algebras. It is also known that a nilpotent Lie algebra contains outer derivations (7). 
However, the example below shows that there exist nilpotent Leibniz algebras that do not 
have outer derivations. 
 
Example 4.8. (9) Consider the Leibniz algebra A = span{w, x, y, z} with non-zero brackets 
[x,x] = z, [w,x] = [x,w] = −y + z, [w,y] = −z. Clearly, Leib(A) = span{z} ⊆ A2 = span{y, z} 
and A4 = {0}. So A is nilpotent. By direct calculations, we have that Der(A) = span{δ1, δ2, 
δ3, δ4} where 

δ1(w) = y, δ1(x) = 0, δ1(y) = 0, δ1(z) = 0, 

δ2(w) = z, δ2(x) = 0, δ2(y) = 0, δ2(z) = 0, 

δ3(w) = 0, δ3(x) = y, δ3(y) = z, δ3(z) = 0, 

δ4(w) = 0, δ4(x) = z, δ4(y) = 0, δ4(z) = 0. 

Note that Lw = δ3, Lx = − δ1 + δ2 + δ4 and Ly = − δ2. By definition im(δi) ⊆ Leib(A) for i = 2 ,4. 
Also im(δ3 − Lw) ⊆ Leib(A) and im(δ1 + Lx) = im(δ2 + δ4) ⊆ Leib(A). Hence by linearity all 
derivations of A are inner. 
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Consider the Leibniz algebra An = span{e1,e2,...,en,e} with non-zero brackets 
[e1,ei] = ei+1,[e1,e] = e1 and [e,ei] = −iei for i = 1,...,n. In (8), it is proved that Der(An) = L(An), 
An is solvable and complete for all n ⩾ 1 by the definition of completeness in (8). Here we 
show that this solvable Leibniz algebra An remains complete under Definition 4.1. 
 
Proposition 4.9. The Leibniz algebra An is complete for all n ⩾ 1. 
Proof. Let n ⩾ 1. Since Der(An) = L(An), all derivations of An are inner. For all x = α1e1 +      
α2e2 + ··· + αnen + αe ∈ An, we have that 
      [x,x] = [α1e1 + α2e2 + ··· + αnen + αe, α1e1 + α2e2 + ··· + αnen + αe] 
               = [α1e1, ∑ αi

n
i=1 ei + αe] + [αe, ∑ αi

n
i=1 ei] 

               = (∑ α1αi
n−1
i=1 ei+1 + α1αe) − ∑ ααi

n
i=1 iei 

               = ∑ α1𝛼i
n−1
i=1 ei+1 − ∑ ααi

n
i=2 iei. 

Thus, Leib(An) = span{e2 ,e3,..., en} and hence An / Leib(An) = span{e1 + Leib(An), e +  

Leib(An)}. It is easy to see that Z(An / Leib(An)) = {0}. Therefore, An is complete.                 
 
Proposition 4.10. Let A be a Leibniz algebra and A2 = Leib(A). Then A is complete if and 
only if A = A2. 
Proof. If A = A2, then A = Leib(A). It is easy to see that Z(A / Leib(A)) = {0}. Clearly, for any 
δ ∈ Der(A), im(δ) ⊆ A = Leib(A). Therefore, A is complete. Conversely, if A2 ⊊ A, then 
there exists 0 ≠ x ∈ A \ A2 such that [x + Leib(A), y + Leib(A)] = [x,y] + Leib(A) = Leib(A) 
for any y ∈ A because Leib(A) = A2. This means Leib(A) ≠ x + Leib(A) ∈ Z(A / Leib(A)) 

which implies that A is not complete.                                                                                  
 

In (6), Meng proved that for a Lie algebra L = L1 ⊕ L2, then L is complete if and 
only if L1 and L2 are complete. The following theorem is the Leibniz algebra analog of the 
Lie algebra result. 
 
Theorem 4.11. Let the Leibniz algebra A = A1 ⊕ A2 where A1 and A2 are ideals of A. Then 
A is a complete Leibniz algebra if and only if A1 and A2 are complete. 
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Proof. Assume that A is complete. Then Z(A / Leib(A)) = {0}. By Corollary 3.16, for i = 1, 2, 
Z(Ai / Leib(Ai)) = {0}. Let δ1 ∈ Der(A1) and δ2 ∈ Der(A2). Since all derivations of A are inner, 

for each i = 1, 2, there exists xi ∈ A such that im(δi − Lxi ) ⊆ Leib(A). Let b1 ∈ A1 and b2 ∈ A2. 

Then δ1(b1) − Lx1 (b1) ∈ Leib(A) and δ2(b2) − Lx2 (b2) ∈ Leib(A). Thus, δ1(b1) − Lx1 (b1) + 

δ2(b2) − Lx2 (b2) ∈ Leib(A). Since xi ∈ A, there exist xi1 ∈ A1 and xi2 ∈ A2 such that x = xi1 + xi2. 
Note that  

δ1(b1) − Lx1 (b1) + δ2(b2) − Lx2 (b2) = δ1(b1) − Lx11 + x12
(b1) + δ2(b2) − Lx21 + x22

(b2) 

                                            = δ1(b1) − Lx11 (b1) − Lx12 (b1) + δ2(b2) − Lx21 (b2) − Lx22 (b2) 

                                            = δ1(b1) − Lx11 (b1) + δ2(b2) − Lx22 (b2). 

This is because [A1, A2] ⊆ A1 ∩ A2 = {0} implies that Lx12 (b1) = 0 = Lx21 (b2). Thus, we have 

δ1(b1) − Lx11 (b1) + δ2(b2) − Lx22 (b2) ∈ Leib(A) = Leib(A1) ⊕ Leib(A2). By Theorem 3.15 (ii), 

δ1(b1) − Lx11 (b1) ∈ Leib(A1) and δ1(b2) − Lx22 (b2) ∈ Leib(A2). This implies that δ1 and δ2 are 
inner. Hence, A1 and A2 are complete. Conversely, assume that A1 and A2 are complete. 
Then Z(Ai / Leib(Ai)) = {0} for i = 1, 2. By Corollary 3.16, Z(A / Leib(A)) = {0}. Let δ ∈ Der(A) 
= (Der(A1) + I1) ⊕ (Der(A2) + I2). Then δ = δ11 + δ12 + δ21 + δ22 where δ11 ∈ Der(A1), δ12 ∈ I1, 
δ21 ∈ I2, δ22 ∈ Der(A2). Since δ11 and δ22 are inner, there exist x1 ∈ A1 and x2 ∈ A2 such that 

δ11(y1) − Lx1 (y1) ∈ Leib(A1) and δ22(y2) − Lx2 (y2) ∈ Leib(A2) for all y1 ∈ A1, y2 ∈ A2. Since 
δ12(y1), δ21(y2) ∈ Z(A), for all x ∈ A we have that 
                            [δ12(y1) + Leib(A), x + Leib(A)] = [δ12(y) ,x] + Leib(A) = Leib(A),  
                             [δ21(y2) + Leib(A),x + Leib(A)] = [δ21(y),x] + Leib(A) = Leib(A). 
This implies δ12(y1) + Leib(A), δ21(y2) + Leib(A) ∈ Z (A / Leib(A)) = {0} and hence δ12(y1), 
δ21(y2) ∈ Leib(A). Let x = x1 + x2. Then, for all y = y1 + y2 where y1 ∈ A1 and y2 ∈ A2, we have 
that       
                   δ(y) − Lx(y)  = δ(y1 + y2) − Lx1 + x2

(y1 + y2)  

                                        = δ(y1) + δ(y2) − Lx1 (y1 + y2) − Lx2 (y1 + y2) 
                                        = δ11(y1) + δ12(y1) + δ21(y1) + δ22(y1) + δ11(y2) + δ12(y2) 

                                           + δ21(y2) + δ22(y2) − Lx1 (y1) − Lx1 (y2) − Lx2 (y1) − Lx2 (y2) 

                                        = (δ11(y1) − Lx1 (y1)) + (δ22(y2) − Lx2 (y2)) + δ12(y1) + δ12(y2) 
                                           + δ21(y1) + δ21(y2) ∈ Leib(A). 
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Thus, δ is an inner which completes the proof.                                                                  
 
Example 4.12. Consider the Leibniz algebra A = A1 ⊕ A2 where A1 = span{x, y, z} and A2 

=span{a, b, c} with the non-zero multiplications in A given by [x,z] = αz, α ∈ 𝔽 \ {0}, [x,y] = 
y, [y,x] = −y, [a,a] = c, [a,b] = b and [b,a] = −b. It is easy to see that Z(A / Leib(A)),     
Z(A1 / Leib(A1)) and Z(A2 / Leib(A2)) are trivial. From Example 3.19, we know that Der(A) = 
span{ δ1, δ2, δ3, δ4, δ5, δ6, δ7} where 

δ1(x) = y, δ1(y) = 0, δ1(z) = 0, δ1(a) = 0, δ1(b) = 0, δ1(c) = 0, 

δ2(x) = 0, δ2(y) = y, δ2(z) = 0, δ2(a) = 0, δ2(b) = 0, δ2(c) = 0, 

δ3(x) = 0, δ3(y) = 0, δ3(z) = z, δ3(a) = 0, δ3(b) = 0, δ3(c) = 0, 

δ4(x) = 0, δ4(y) = 0, δ4(z) = 0, δ4(a) = b, δ4(b) = 0, δ4(c) = 0, 

δ5(x) = 0, δ5(y) = 0, δ5(z) = 0, δ5(a) = c, δ5(b) = 0, δ5(c) = 0, 

δ6(x) = 0, δ6(y) = 0, δ6(z) = 0, δ6(a) = 0, δ6(b) = b, δ6(c) = 0, 

δ7(x) = c, δ7(y) = 0, δ7(z) = 0, δ7(a) = 0, δ7(b) = 0, δ7(c) = 0. 

Observe that im(δ1 − L-y), im(δ2 − Lx), im(δ3 − L0), im(δ4 − L-b), im(δ5 − La), im(δ6 − La), im(δ7 − 
L0) ⊆ Leib(A). Therefore, Der(A) = IDer(A), i.e., A is complete. Moreover, we can see that 
Der(A1) = IDer(A1) and Der(A2) = IDer(A2). Hence A1 and A2 are also complete. 
 

In (11), Rakhimov, Masutova, and Omirov established that every derivation of a 
simple Leibniz algebra can be expressed as a combination of three derivations. Here, we 
provide an alternative approach to this proof, specifically adapted for semisimple Leibniz 
algebras. 
 
Theorem 4.13. (18) Let A be a semisimple Leibniz algebra. Then any derivation d of A 

can be written as d = La + α+ δ where a ∈ S, α: Leib(A) → Leib(A), δ: S → Leib(A) where 
S is a semisimple Lie algebra and α([x,y]) = [x,α(y)] for all x, y ∈ A. Moreover, if A is 
simple, then the α is either zero or α(Leib(A)) = Leib(A). 
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Proof. Let A be a semisimple Leibniz algebra. By Theorem 2.18, A = S + Leib(A) where S 
is a semisimple Lie algebra. Since L(A) = L(S) + L(Leib(A)) and L(Leib(A)) = {0}, then L(A) 
= L(S). By [(9), Theorem 3.3], A is complete, and so Der(A) = IDer(A). Let d ∈ Der(A). By 
Theorem 3.7, d = La + h for some a ∈ S and h ∈ I. Set α = h|Leib(A) and δ = h|S. Then we can 
extend αto be a derivation on A by defining α(x + y) = α(y) for any x ∈ S and y ∈ Leib(A). 
Similarly, we can extend δ to be a derivation on A by defining δ(x + y) = δ(x) for any x ∈ S 
and y ∈ Leib(A). Thus, d = La + α+ δ, α(Leib(A)) ⊆ Leib(A) and δ(S) ⊆ Leib(A) as Leib(A) 
is a characteristic ideal of A. Since Leib(A) ⊆ Zℓ(A), α([x,y]) = [α(x),y] − [x, α(y)] = [x, α(y)] 
for all x, y ∈ A. If A is simple, then α(Leib(A)) is either {0} or Leib(A) which implies that α is 

either zero or α(Leib(A)) = Leib(A).                                                                                      
 
Example 4.14. Let S = span{e, f, h} ⊕ span{a, b, c} and V = span{x, y}. Define A = S ⊕ V 
with brackets in A given by [e,f] = h,[f,e] = −h,[h,e] = 2e,[e,h] = −2e,[h,f] = −2f,[f,h] = 
2f,[e,y] = x,[f,x] = y,[h,x] = x,[h,y] = −y,[a,b] = c,[b,a] = −c,[c,a] = 2a,[a,c] = −2a,[c,b] = 
−2b,[b,c] = 2b. Then A is a semisimple Leibniz algebra with Leib(A) = V . By direct 
calculations, we have that Der(A) = span{d1, d2, d3, d4, d5, d6, d7} = IDer(A) where 

d1(e) = e, d1(f) = - f,  d1(h) = 0, d1(x) = x, d1(y) = 0,  d1(a) = 0, d1(b) = 0, d1(c) = 0, 

d2(e) = - e, d2(f) = f, d2(h) = 0, d2(x) = 0, d2(y) = y, d2(a) = 0, d2(b) = 0, d2(c) = 0, 

d3(e) = 0, d3(f) = h, d3(h)= - 2e, d3(x) = 0, d3(y) = x, d3(a) = 0, d3(b) = 0, d3(c) = 0, 

d4(e) = - h, d4(f) = 0, d4(h) = 2f, d4(x) = y, d4(y) = 0, d4(a) = 0, d4(b) = 0, d4(c) = 0, 

d5(e) = 0, d5(f) = 0, d5(h) = 0, d5(x) = 0, d5(y) = 0, d5(a) = a, d5(b) = - b, d5(c) = 0, 

d6(e) = 0, d6(f) = 0, d6(h) = 0, d6(x) = 0, d6(y) = 0, d6(a) = 0, d6(b) = c, d6(c) = - 2a, 

d7(e) = 0, d7(f) = 0, d7(h) = 0, d7(x) = 0, d7(y) = 0, d7(a) = c, d7(b) = 0, d7(c) = - 2b. 

Since d1 − d2 = Lh,d3 = Le,d4 = Lf,d5 = L−c/2,d6 = La,d7 = Lb, we have L(A) = span{d1 − d2, d3, 
d4, d5, d6, d7} = L(S). Let k = d1 + d2. Then k ∈ I and d1 = Lh/2 + k|V + k|S and d2 = L-h/2 + k|V + 
k|S.             
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In (6), Meng proved that the following three statements are equivalent. 
 
Proposition 4.15. (6) Let L be a Lie algebra. Then the following conditions are equivalent: 

(i) L is complete. 
(ii) Any extension G by L is a trivial extension, and G = L ⊕ ZG(L) where ZG(L) = 

{a ∈ G | [a,x] = 0 for all x ∈ L}. 
(iii) hol(L) has the decomposition, hol(L) = L ⊕ Zhol(L)(L) where Zhol(L)(L) = {a ∈ 

hol(L) | [a,x] = 0 for all x ∈ L}. 
 

Recently, in (9), Boyle, Misra and Stitzinger proved some analog for Leibniz 
algebras. 
 
Theorem 4.16. (9) Let A be a Leibniz algebra. Then A is complete if and only if hol(A) = 
A + (Zℓ

hol(A)(A) ⊕ I ) and A ∩ ( Zℓ
hol(A)(A)  ⊕ I ) = Leib(A) where I = { δ ∈ Der(A) | im(δ) ⊆ 

Leib(A)}. 
 

In the following theorem, we prove another necessary and sufficient condition for 
the Leibniz algebra A to be complete. 
 
Theorem 4.17. Let A be a Leibniz algebra. Then the following conditions are equivalent: 

(i) A is complete. 
(ii) For any extension B of A, B = A + X where X = {x ∈ B | [x, A] ⊆ Leib(A)} and 

A ∩ X = Leib(A). 

Proof. (i) ⇒ (ii) Suppose that A is complete. Let B be an extension of A. It is clear that 
Leib(A) ⊆ A ∩ X. To show that A ∩ X ⊆ Leib(A), we let x ∈ A ∩ X. Then for all a ∈ A, [x + 
Leib(A), a + Leib(A)] = [x,a] + Leib(A) = Leib(A) and hence x + Leib(A) ∈ Z(A / Leib(A)) = 
{0} which implies x ∈ Leib(A). Therefore, A ∩ X = Leib(A). Let x ∈ B. Since A is an ideal of 
B, adx|A ∈ Der(A). Thus, there exists b ∈ A such that im(adx|A  − Lb) ⊆ Leib(A). So, we have 
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[x − b, A] ⊆ Leib(A) and x − b ∈ X. Hence, x ∈ A + X which implies B ⊆ A + X. Since the 
reverse inclusion is clear, we have B = A + X. 

(ii) ⇒ (i) Suppose that (ii) holds. Since hol(A) is an extension of A, hol(A) = A + X where X 
= {x + δ ∈ hol(A) | [x + δ, A] = [x, A] + δ(A) ⊆ Leib(A)}. Set I = { δ ∈ Der(A) | im(δ) ⊆ 
Leib(A)}. To show  A + (Zℓ

hol(A)(A) ⊕ I ) ⊆ A + X, let a ∈ A + (Zℓ
hol(A)(A) ⊕ I ). Then by 

Proposition 3.12, a = b + c − Lc + δ for some b, c ∈ A and δ ∈ I. For all d ∈ A, we have   [c 
− Lc + δ, d] = [c,d] − Lc (d) + δ(d) = δ(d) ∈ Leib(A). Hence c − Lc + δ ∈ X which implies a 
= b + c − Lc + δ ∈ A + X. Conversely, let a ∈ A + X = hol(A) = A ⊕ Der(A). Then a = b + c 
+ δ1 = d + δ2 for some b, d ∈ A, c + δ1 ∈ X and δ2 ∈ Der(A). This implies δ1 = δ2 and b + c 
= d. Note that im(Lc + δ2) = im(Lc + δ1) ⊆ Leib(A) and hence Lc + δ2 ∈ I. Thus, a = d + δ2 = 
d – c + c − Lc + Lc + δ2 ∈  A + (Zℓ

hol(A)(A) ⊕ I ) which implies A + X ⊆ A + (Zℓ
hol(A)(A) ⊕ I ). 

Therefore, we have that hol(A) = A + X ⊆ A + (Zℓ
hol(A)(A) ⊕ I ). Also, we have that A ∩ 

(Zℓ
hol(A)(A) ⊕ I ) = A ∩ X  = Leib(A). By Theorem 4.16, it follows that A is complete.          

 
Therefore, by Theorem 4.16 and Theorem 4.17, we have the following full Leibniz 

algebra analog of the Lie algebra result given in (6). 
 
Corollary 4.18. Let A be a Leibniz algebra. Then the following conditions are equivalent: 

(i) A is complete. 
(ii) For any extension B of A, B = A + X where X = {x ∈ B | [x, A] ⊆ Leib(A)} and 

A ∩ X = Leib(A). 
(iii) hol(A) = A + (Zℓ

hol(A)(A) ⊕ I ) and A ∩ (Zℓ
hol(A)(A) ⊕ I ) = Leib(A) where   I = 

{ δ ∈ Der(A) | im(δ) ⊆ Leib(A)}. 
 

In (21), Ayupov, Khudoyberdiyev and Shermatova gave a conjecture that if a 
complete Leibniz algebra A is an ideal of the Leibniz algebra B, then B = A ⊕ I, where I is 
an ideal of B. By our definition of completeness, this conjecture is not true as shown in the 
following example. 
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Example 4.19. Consider the Leibniz algebra B = span{x, y, z, a} with non-zero brackets 
defined by [x,y] = y, [y,x] = −y, [x,z] = 2z and [x,a] = z and the complete Leibniz algebra 
A = span{x, y, z} with non-zero brackets defined by [x,y] = y,[y,x] = −y,[x,z] = 2z. Then A 

is an ideal of B and B = A ⊕ span{a}. However, span{a} is not an ideal of B. 
 

In (6), Meng proved that if a Lie algebra L has a trivial center and ad(L) is a 
characteristic ideal of Der(L), then Der(L) is a complete Lie algebra. Consequently, for a 
complete Lie algebra L, Der(L) is also complete. However, this statement does not hold for 
some Leibniz algebras. The following example illustrates that there exists a complete 
Leibniz algebra A for which Der(A) is not complete. 
 
Example 4.20. (12) From Example 4.3, for the complete Leibniz algebra A = span{x, y, z} 
with non-zero brackets defined by [x,z] = αz, [x,y] = y and [y,x] = −y for some α ∈ 𝔽 \ {0}, 
we have that Der(A) = span{ δ1, δ2, δ3} where 

δ1(x) = y, δ1(y) = 0, δ1(z) = 0, 

δ2(x) = 0, δ2(y) = y, δ2(z) = 0, 

δ3(x) = 0, δ3(y) = 0, δ3(z) = z. 

Since [δ1, δ2] = −δ1, [δ1, δ3] = 0 and [δ2, δ3] = 0, we have that δ3 ∈ Z(Der(A)) which implies 
that Z(Der(A)) ≠{0}. Therefore, Der(A) is not complete. 
 

Recall that I = { δ ∈ Der(A) | im(δ) ⊆ Leib(A)} is an ideal of Der(A). The following 
theorem is one of our main results. 
 
Theorem 4.21. (18) Let A be a complete Leibniz algebra. If A / Leib(A) is a complete Lie 
algebra, then Der(A) / I is complete and Der(A) / I ≅ Der(A / Leib(A)). 
Proof. Let A be a complete Leibniz algebra. Suppose that A / Leib(A) is a complete Lie 
algebra. Then Der(A / Leib(A)) is complete. Define a linear map φ: Der(A) →              
Der(A / Leib(A)) by φ(δ) = δ’ where δ’(x+Leib(A)) = δ(x) + Leib(A) for any δ ∈ Der(A) and 
x ∈ A. Let δ1, δ2 ∈ Der(A). Then for all x ∈ A, 
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          φ([δ1, δ2])(x + Leib(A))   = φ(δ1δ2 − δ2δ1)(x + Leib(A)) 
                                                     = (δ1δ2 − δ2δ1)’(x + Leib(A)) 
                                                     = (δ1δ2)(x) − (δ2δ1)(x) + Leib(A) 
                                                     = δ1(δ2(x)) − δ2(δ1(x)) + Leib(A) 
                                                     = δ’1(δ2(x) + Leib(A)) − δ’2(δ1(x) + Leib(A)) 
                                                     = δ’1(δ’2(x + Leib(A)) − δ’2(δ’1(x + Leib(A)) 
                                                     = (δ’1δ’2 − δ’2δ’1)(x + Leib(A)) 

                                                     = [φ(δ1), φ(δ2)](x + Leib(A)). 
Hence, φ([δ1, δ2]) = [φ(δ1), φ(δ2)]. Clearly, I = {d ∈ Der(A) | im(d) ⊆ Leib(A)} ⊆ ker(φ). Let 
δ ∈ ker(φ). Then for all x ∈ A, δ(x) + Leib(A) = δ’(x + Leib(A)) = Leib(A) hence δ(x) ∈ 
Leib(A) which implies that δ ∈ I. Therefore, ker(φ) = I. To show that φ is onto, let δ’ ∈ 
Der(A / Leib(A)). Since A / Leib(A) is a complete Lie algebra, there exists a + Leib(A) ∈ A 

/ Leib(A) such that δ’ = La +Leib(A). Then La(x) + Leib(A) = [a,x] + Leib(A) = [a + Leib(A), x + 
Leib(A)] = La +Leib(A)(x + Leib(A)). This implies that φ(La) = δ’ and φ is onto. Hence        

Der(A) / I ≅ Der(A / Leib(A)).                                                                     
 

In (9), it is proved that for a Leibniz algebra A, if A / Leib(A) is a complete Lie 
algebra, then A is complete. We examine the Leibniz algebra A such that A / Leib(A) is 
complete and obtain the following results. 
 
Corollary 4.22. (18) Let A be a Leibniz algebra such that A / Leib(A) is a complete Lie 
algebra. Then 

(i) IA = Leib(A) and A / IA is a complete Lie algebra, 
(ii) hol(A)/(IA ⊕ I) is a complete Lie algebra, 
(iii) (L(A) + I)/I ≅ IDer(A)/I ≅ Der(A)/I ≅ Der(A/Leib(A)) ≅ A/Leib(A), 
(iv) dim(Leib(A)) = dim(IA) = dim(Zℓ(A)) = dim(A) − dim(L(A)) = dim(A) + dim(I) − 

dim(Der(A)). 
Proof. Let A be a Leibniz algebra. Assume that A / Leib(A) is a complete Lie algebra. 
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(i) Since A is complete, by Corollary 3.5, we have that A / IA ≅ L(A / Leib(A)) = ad(A / 
Leib(A)) ≅ A / Leib(A). Hence, IA = Leib(A) and A / IA is a complete Lie algebra. 
(ii) By Proposition 3.11, we have hol(A) / (IA ⊕ I) = A / IA ⊕ Der(A) / I. By (i), A / IA is 
complete and by Theorem 4.21, Der(A) / I is complete. Therefore, by Theorem 4.11, hol(A) 
/ (IA ⊕ I) is complete. 
(iii) Since A is complete by (9), it follows that Der(A) = IDer(A) = L(A) + I. Then the 
statement holds. 

(iv) The results follow immediately from (i), (iii) and Theorem 3.4.                                       
 
Example 4.23. Consider the Leibniz algebra A = span{x, y, z} with non-zero 
multiplications defined by [x,y] = y, [y,x] = −y and [x,x] = z. From Example 3.9, we have 
that Der(A) = span{d1, d2, d3} = IDer(A) where 

d1(x) = y, d1(y) = 0, d1(z) = 0, 

d2(x) = z, d2(y) = 0, d2(z) = 0, 

d3(x) = 0, d3(y) = y, d3(z) = 0. 

Since Z(A / Leib(A)) is trivial, A is complete. By (12), it is known that A / Leib(A) and 
Der(A) / I are complete Lie algebras. In this case, we have IA = span{z} = Leib(A) and I = 
span{d2}. Thus, dim(Der(A)) = 3 = 3 − 1 + 1 = dim(A) − dim(Leib(A)) + dim(I). 
 
 
 
 
 



 

CHAPTER 5  
GENERALIZATIONS OF DERIVATIONS OF LEIBNIZ ALGEBRAS 

In 2021, Chang, Chen and Zhang (21) studied a generalization of derivations of 
finite dimensional Lie algebras over an algebraically closed field of characteristic zero. 
Specifically, they introduced the notion of (σ,τ)-derivations which connects with the 
automorphism group when specializing in the case where σ and τ are automorphisms. 
Motivated by these results, we introduce the notion of a generalization of derivations of 
Leibniz algebras and explore its properties. Let A be a Leibniz algebra. We denote Aut(A) 
to be the automorphism group of A. 
 
Definition 5.1. Let G be a subgroup of Aut(A). A linear map D : A → A is called a G-
derivation of A if there exist two automorphisms σ, τ ∈ G such that D[x,y] = [D(x), σ(y)] + 
[τ(x), D(y)] for all x,y ∈ A. In this case, σ and τ are called associated automorphisms of D. 
 

We denote DerG(A) to be the set of all G-derivations of A. Given two elements σ, τ 

∈ G, we denote Der𝜎,𝜏(A) to be the set of all G-derivations associated to σ and τ. Clearly, 

Der𝜎,𝜏(A) ⊆ DerG(A) is a vector space and in particular, Derid,id(A) = Der(A). For simplicity 

of notation, we denote Derσ,id(A) as Der
σ
(A). The following proposition is the Leibniz 

algebra analogue of the result in [21, Proposition 2.1]. 
 
Proposition 5.2. Let A be a Leibniz algebra and let σ, τ ∈ Aut(A). Then Derσ,τA) ≅ 
Der𝜏−1𝜎(A). 

Proof. Define a map φτ : Der
σ,τ

(A) → Der
τ
-1
σ
(A) by φτ (D) = τ-1 ∘ D for all D ∈ Der

σ,τ
(A). 

Since D ∈ Der
σ,τ

(A), for any x, y ∈ A, D[x,y] = [D(x), σ(y)] + [τ (x),D(y)]. It follows that       
τ-1∘ D([x,y]) = τ-1(D[x,y]) = τ-1([D(x), σ(y)] + [τ(x),D(y)]) = [τ-1∘ D(x), τ-1∘ σ(y)] + [τ-1∘ τ(x), 

τ-1 ∘ D(y)] and hence τ-1∘ D ∈ Der
τ
-1
σ
(A). For all D1, D2 ∈ Der

σ,τ
(A) and α ∈ 𝔽, we have that 

τ-1∘( αD1 +D2) = α(τ-1∘D1) + τ-1∘D2. Hence φτ is a linear map. Define a map ϕτ : Derτ
-1
σ
(A) 
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→ Der
σ,τ

(A) by ϕτ(D) = τ ∘D for all D ∈ Der
τ
-1
σ
(A). Then ϕτ is also linear and φτ-1

 = ϕτ. 

Therefore, φτ is an isomorphism and Der
σ,τ

(A) ≅ Der
τ
-1
σ
(A).                                               

  

By Proposition 5.2, the study of Der
σ,τ

(A) with two automorphisms σ, τ can be 

turned to the study of Der
σ'

(A)  with one automorphism σ’. In the case that σ = τ, we have 

that Der
σ,σ

(A) ≅ Der
σ

-1
σ
= Der(A). In general, the vector space Der

σ
(A) may not be a Lie 

subalgebra of gl(A). The following proposition shows that under some conditions, Der
σ
(A) 

and Der(A) coincide. It is the Leibniz algebra analogue of the result in [(21), Proposition 
2.4]. 
 
Proposition 5.3. Let A be a Leibniz algebra and let σ, τ ∈ Aut(A). If im(σ − τ) ⊆ Z(A), then 

Der
σ
(A)  = Der

τ
(A). In particular, if im(σ − id) ⊆ Z(A), then Der

σ
(A) = Der(A). 

Proof. Assume that im(σ − τ) ⊆ Z(A). Then for all a ∈ A, σ(a) − τ(a) ∈ Z(A). For any x ∈ A, 
D ∈ Der(A), we have that [D(x), σ(a) − τ(a)] = 0 which implies that [D(x), σ(a)] = [D(x), 

τ(a)]. Therefore, for any D ∈ Der
σ
(A), we have that D[x,y] = [D(x), σ(y)] + [x,D(y)] = [D(x), 

τ(y)] + [x,D(y)] which implies that D ∈ Der
τ
(A). Thus, Der

σ
(A) ⊆ Der

τ
(A). It can be shown 

similarly that Der
τ
(A) ⊆ Der

σ
(A). Therefore, Der

σ
(A) = Der

τ
(A). Clearly, if τ = id, then 

Der
σ
(A) = Der(A).                                                                                                                  

 
The following results are the Leibniz algebra analogue of the results in [(21), 

Lemma 3.21 and Proposition 2.6]. 
 

Lemma 5.4. Let A be a Leibniz algebra, σ ∈ Aut(A) and D ∈ Der
σ
(A). Then [D,Lx]               

= σ ∘ L
σ

-1∘D(x)   for all x ∈ A. 
Proof. Let x, y ∈ A. Then [D,Lx](y) = D ∘ Lx(y) − Lx ∘ D(y) = D[x,y] − [x,D(y)] = [D(x), σ(y)] + 

[x,D(y)] − [x,D(y)] = [D(x), σ(y)] = σ[σ−1(D(x)),y]) = σ ∘ L
σ

-1∘D(x)
(y) Thus, [D,Lx] = σ∘ L

σ
-1∘D(x)

.                      

                                                                                                                   
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Proposition 5.5. Let A be a Leibniz algebra such that A2 ≠ 0. If σ ∈ Aut(A) and D ∈ 

Der
σ
(A) such that [D, σ](A) ⊆ Z(A), then A2 ⊆ ker([D, σ]). 

Proof. Assume that A2 ≠ {0}. Let σ ∈ Aut(A) and D ∈ Der
σ
(A) such that [D, σ](A) ⊆ Z(A). 

Then for any x, y ∈ A, we have that 
      [D, σ]([x,y]) = D(σ([x,y])) − σ(D([x,y])) 
                         = D([σ(x), σ(y)]) − σ([D(x), σ(y)] + [x,D(y)]) 
                         = [D(σ(x)), σ(σ(y))] − [σ(x),D(σ(y))] − [σ(D(x)), σ(σ(y))]  + [σ(x), σ(D(y))] 
                         = [D(σ(x)) − σ(D(x)), σ2(y)] + [σ(x),D(σ(y)) − σ(D(y))] 
                         = [[D, σ](x), σ2(y)] + [σ(x),[D, σ](y)]  
                         = 0. 

Hence, A2 ⊆ ker([D, σ]).                                                                                                        
  

In 2017, Said Husain, Rakhimov and Basri (22) studied centroids of Leibniz 
algebras and their properties. Here, we investigate comparisons and connections 
between G-derivations and centroids. 
 
Definition 5.6. (22) Let A be a Leibniz algebra. The centroid C(A) of A is the set of all 
linear maps D : A → A such that D[x,y] = [D(x),y] = [x,D(y)] for all x, y ∈ A. 
 

We obtain the following result which is the Leibniz algebra analogue of the result 
in [(21), Proposition 3.15]. 
 

Proposition 5.7. Let A be a Leibniz algebra, σ ∈ Aut(A) and D ∈ C(A) ∩ Der
σ
(A). Then LD(x) 

= 0 for all x ∈ A. In particular, if Zℓ(A) = 0, then C(A) ∩ Der(A) = {0}. 

Proof. Let A be a Leibniz algebra, σ ∈ Aut(A) and D ∈ C(A) ∩ Der
σ
(A). Then for any x, y ∈ 

A, we have that D[x,y] = [D(x), σ(y)] + [x,D(y)]. Since D ∈ C(A), [x,D(y)] = [D(x), σ(y)] + 
[x,D(y)] and so [D(x), σ(y)] = 0. Hence, [D(x), A] = 0 because σ ∈ Aut(A). This means that 
LD(x) = 0 for all x ∈ A. In particular, if Zℓ(A) = 0, then D(x) = 0 for all x ∈ A hence D = 0. 

Therefore, C(A) ∩ Der(A) = {0}.                                                                                            



  49 

We consider a subalgebra M of A and an automorphism of A such that σ(M) ⊆ 

M. We denote Der
σ,M

(A) to be the set of all σ-derivations of A which stabilizes M, i.e., 

Der
σ,M

(A) = {D ∈ Der
σ
(A) | D(M) ⊆ M}. The following proposition is the Leibniz algebra 

analogue of the result in [(21), Proposition 3.17]. 
 
Proposition 5.8. Let A be a Leibniz algebra. Let M be a subalgebra of A and σ ∈ Aut(A) 

such that σ(M) ⊆ M. Then Der
σ,M

(A) is a subspace of Der
σ
(A). Moreover, if M is an ideal 

of A and M 2 = M, then Der
σ,M

(A) = Der
σ
(A). 

Proof. Let A be a Leibniz algebra. Let M be a subalgebra of A and σ ∈ Aut(A) such that 

σ(M) ⊆ M. Let S, T ∈ Der
σ,M

(A) and α, β ∈ 𝔽. Clearly, αS + βT ∈ Der
σ
(A). Also, for any a ∈ 

M, we have that (αS + βT)(a) = αS(a) + βT(a) ∈ M. Thus, Der
σ,M

(A) is a subspace of 

Der
σ
(A). Assume that M is an ideal of A such that M 2 = M. To show that Der

σ
(A) ⊆ 

Der
σ,M

(A), let D ∈ Der
σ
(A) and a ∈ M. Since M = M 2, there exist b, c ∈ M such that a = 

[b,c]. Then D(a) = D([b,c]) = [D(b), σ(c)] + [b,D(c)]. Since σ(c) ∈ M and M is an ideal of A, 

we have D(a) ∈ M hence D ∈ Der
σ,M

(A). This means that Der
σ
(A) ⊆ Der

σ,M
(A). Since the 

reverse inclusion is clear, Der
σ,M

(A) = Der
σ
(A).                                                         
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Appendix A 

For readers’ convenience, Appendix A provides a list of notations and definitions 
used in this work. 
 

A Lie algebra L is a vector space over 𝔽 with a bilinear map [ , ] : L × L → L 

such that following axioms are satisfied: 
(i) [a,a] = 0 for all a ∈ L and 
(ii) [a,[b,c]] + [b,[c,a]] + [c,[a,b]] = 0 for all a, b, c ∈ L (Jacobi Identity). 

 
For a Lie algebra L, a derivation d : L → L is inner if there exists x ∈ L such that 

d = adx where adx : L → L is defined by adx(y) = [x,y] for all y ∈ L. Otherwise, the 
derivation is called outer. A Lie algebra L is said to be complete if its center is trivial and 
all derivations are inner. 
 

A (left) Leibniz algebra A is a vector space over 𝔽 with a bilinear map (called 
bracket) [ , ] : A × A → A that satisfies the Leibniz identity 
                                 [a,[b,c]] = [[a,b],c] + [b,[a,c]] for all a, b, c ∈ A. 
 

Let A be a Leibniz algebra. For subsets M and N of A, we define the product of 
M and N to be the subspace spanned by all brackets [a,b], where a ∈ M and b ∈ N, 
denoted by [M,N]. A subspace M of A is called a subalgebra of A if [M,M] ⊆ M. A 
subspace M of A is called an ideal of A if [M,A] ⊆ M and [A,M] ⊆ M. The left center of A 

is Zℓ(A) = {x ∈ A | [x,a] = 0 for all a ∈ A}. The right center of A is Zr(A) = {x ∈ A | [a,x] = 0 
for all a ∈ A}. The center of A is Z(A) = Zℓ(A) ∩ Zr(A). We denote Leib(A) = span{[x,x] | x ∈ 
A}. For any ideal M of A, we define the quotient space by A /M = {a + M | a ∈ A} with the 
bracket [x + M, y + M] = [x,y] + M, for all x, y ∈ A. 
 

A linear transformation δ: A → A is a derivation of A if δ[a,b] = [δ(a),b] + [a, 
δ(b)] for all a, b ∈ A. We denote Der(A) to be the set of all derivations of A with the 
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commutator bracket [δ1, δ2] := δ1 ∘ δ2 − δ2 ∘ δ1 for any δ1, δ2 ∈ Der(A). An ideal M of A is a 
characteristic ideal if δ(M) ⊆ M for all δ ∈ Der(A). For any a ∈ A, we define the left 
multiplication operator La : A → A by La(b) = [a,b] for all b ∈ A. We denote L(A) = span{La | 
a ∈ A}, I = {d ∈ Der(A) | im(d) ⊆ Leib(A)}, and IA = {x ∈ A | im(Lx) ⊆ Leib(A)}. A derivation δ 

∈ Der(A) is said to be inner if there exists x ∈ A such that im(δ − Lx) ⊆ Leib(A). We denote 
IDer(A) be the set of all inner derivations of A. A Leibniz algebra A is complete if Z(A / 
Leib(A)) = {0} and all derivations of A are inner, i.e., Der(A) = IDer(A). 
 

We define the ideals A(1) = A = A1, A(i) = [A(i−1),A(i−1)] and Ai = [A, Ai−1] for i ∈ ℤ≥2. A 
Leibniz algebra A is said to be solvable (resp. nilpotent) if A(m) = {0} (resp. Am = {0}) for 
some positive integer m. The maximal solvable (resp. nilpotent) ideal of A is called the 
radical (resp. nilradical) denoted by rad(A) (resp. nilrad(A)). A Leibniz algebra A is called 
simple if its ideals are only {0}, Leib(A), A and [A, A] ≠ Leib(A). A Leibniz algebra A is 
semisimple if rad(A) = Leib(A). 
 

A holomorph of the Leibniz algebra A is defined to be the vector space hol(A) := 
A ⊕ Der(A), with the bracket defined by [x + δ1, y + δ2] = [x,y] + δ1(y) + [Lx, δ2] + [δ1, δ2] 
for all x, y ∈ A and δ1, δ2 ∈ Der(A). For two subspaces M and N of hol(A), the left 
centralizer of M in N is defined to be Zℓ

N
 (M) = {x ∈ N | [x,M] = 0}. 

 
A derivation d ∈ Der(A) is called a central derivation if im(d) ⊆ Z(A). We denote 

CDer(A) to be the set of all central derivations of A. The centroid C(A) of A is the set of all 
linear maps D : A → A such that D[x,y] = [D(x),y] = [x,D(y)] for all x, y ∈ A. We denote 
Aut(A) to be the automorphism group of A. Let G be a subgroup of Aut(A). A linear map   
D : A → A is called a G-derivation of A if there exist two automorphisms σ, τ ∈ G such 
that D[x,y] = [D(x), σ(y)] + [τ(x),D(y)] for all x, y ∈ A. In this case, σ and τ are called 
associated automorphisms of D. 
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We denote DerG(A) to be the set of all G-derivations of A. Given two elements σ, τ 

∈ G, we denote Der
σ,τ

(A) to be the set of all G-derivations associated to σ and τ in 

particular, Der
id,id

(A) = Der(A). For simplicity of notation, we denote Der
σ,id

((A) as Der
σ
(A). 

For a subalgebra M of A and an automorphism of A such that σ(M) ⊆ M, we denote 

Der
σ,M

(A)  to be the set of all σ-derivations of A which stabilizes M, i.e., Der
σ,M

(A)  = {D ∈ 

Der
σ
(A) | D(M) ⊆ M}. 

. 
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