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CHAPTER ONE
BACKGROUND & INTRODUCTION

1.Background & Introduction
1.1 Background and Overview

This work attempts to examine and elucidate the structure and form of the
moral concepts ricHT and wrone. Understanding moral thought has been a preoccupation
of mine for several years and, no doubt, will remain so into the future. It ought to be stated
from the outset, however, that my interest is not in trying to find a virtuous path in life, or
to determine the ways in which righteous people should behave, although these are noble
goals. My aim is, in contrast, metaethical; which is to say that | am concerned with
elucidating the way in which humans understand moral concepts, such as ricHT and wrong,
MoRrAL and immoRraL, coob and evi, or the concept of morauy itself.

There are many varied questions asked in metaethics including: Why do
humans label some actions ‘right’ and others ‘wrong’? Why does morality motivate us?
How do people reason when making moral decisions? These questions may seem to the
layperson to have simple answers; “It's obvious!”, they may exclaim, “My religion and
culture teaches me the rules, and | follow them!”. They may even go as far as to claim that
“religion is what makes people good”. However, when faced with such claims, we might
still legitimately ask our imaginary interlocutor: What does ‘good’ mean and who decides
its meaning? We might also remind them about those devout believers who frequent the
temple or the church, but who nevertheless readily commit immoral acts. Or, conversely,
of the unbelievers who never subscribe to any religion, but who steadfastly strive to help
others and stand up against evil and corruption in society. Such easy-to-make
observations should lead us to carefully reconsider the simplistic views of morality which,
unfortunately, are still pervasive in modern society.

In an attempt to tackle the metaethical problem of understanding moral
concepts, the forgoing work analyses the structure and the form of the moral concepts
ricHT and wrong through methods of conceptual and linguistic analysis. Accordingly, the

following chapters will contain an in-depth exploration into the link between moral



language and moral thought, or more specifically, between moral words and moral
concepts. In light of this goal, it will be instructive to start by appreciating the wonder that
is language and its link to thought before moving on with the proposed analysis.

1.2 Language and Thought

The phenomenon of language is often taken for granted, or overlooked, as a
mundane and simple feature of everyday life. Indeed, there is evidence for this when one
talks of language in friendly conversation; it is often assumed when one says ‘| study
language’ that one means languages and not language - that is, various foreign
languages, or dialects, and not language itself. It is, | believe, commonly asked of
linguists: How many languages do you speak? Such a question is testament, | claim, to
the common belief that language is simply a matter of knowing the right words and
grammar, and that the only interesting thing about it is that there are other exotic
languages spoken in distant lands. The study of foreign languages is, of course, an
extremely worthy and enlightening endeavour, but it is certainly not the only one, and
arguably not the most profound.

Making a similar point, the Austrian philosopher Ludwig Wittgenstein once
claimed: ‘Die fir uns wichtigsten Aspekte der Dinge sind durch ihre Einfachheit und
Alltaglichkeit verborgen’ (The aspects of things that are most important for us are hidden
because of their simplicity and familiarity) (Wittgenstein, 2009) . Although Wittgenstein
means this as a comment about all worldly experience, language is clearly on his mind,
and, in regards to language, this claim is extremely poignant, as what seems, on the face
of it, the most simple and familiar of things, is in fact an extremely complex and enigmatic
phenomenon.

To give an example, as you are reading this sentence, take a moment to
appreciate the incredible achievement it is to understand it (assuming you do understand
it). The intricate shapes (letters), the complex arrangements in which they appear (words)
and the even more convoluted structures which they are used to build (sentences) all
work together to encode information, and you are able to decode this information and

understand it almost instantaneously. Remarkably, the data encoded in the sentences on



this page emanates from the most private of spaces: my mind. Language, therefore, is
capable of capturing and transmitting one’s thoughts, encoding them and storing them
so that, at a later date, others can read what has been written, and translate those words
into their own thoughts.

Viewed in this way, language can be understood as connecting one mind
with another, and depending on the content of the information transmitted, even changing
one’s thoughts, enriching one’s knowledge, altering one’s intentions or invoking one’s
emotions. So, as can be seen from this brief illustration, language, both written and
spoken, is a device for connecting people’s minds and, what’'s more, it can do so in the
present moment, or over vast periods of time, so that we are able to understand not only
the thoughts and opinions of our contemporaries, but also those of our ancestors; Plato,
Aristotle, Descartes.

The relationship between language and thought has concerned philosophers
for millennia, at least since Aristotle who noted in On Interpretation that ‘Spoken words are
the symbols of mental experience’ (Aristotle, 1963). However, it is arguably due to the,
linguistic turn of analytic philosophy during the 20" Century, that the focus on language
and its relation to thought became an area of intense study taken up not only by
philosophers, but by, psychologists, neuroscientists and linguists alike. Today, the study
of language and how it relates to the mind is a truly interdisciplinary endeavor making use
of both conceptual analyses undertaken from the philosopher’s proverbial armchair as
well as empirical evidence garnered from the neuroscientist's lab (Castroviejo et al.,
2018). The foregoing study adds to this body of work in the same interdisciplinary manner
by undertaking the analysis of moral language as a means of answering psychological
and philosophical questions.

Given the above, we can make a preliminary broad assumption: that if
language is a tool for communicating thoughts and concepts, then the study of language
will be instrumental, to some extent, in understanding the mind. It must be stressed,
however, that | don’t mean merely the content of the mind — this is too trivial an assertion

— but | allude instead to the form and structure of our concepts and the intricate



machinations of human cognitive processes. The present work, then, in general terms,
aims to penetrate the mundane fagade with which language presents us and explore the
deep structuring and functioning of the human conceptualization processes at its
foundations, through the analysis of language itself. And, specifically, to understand moral
concepts through analysis of moral language.

Before doing this, it will first be necessary to set the stage by outlining the
main objectives of the foregoing work, before moving on to explicate in detail the specific
claims put forward in this study, as | will now proceed to do.

1.3 Objectives

As a whole, this work forms a multidisciplinary and multifaceted analysis of
moral language which aims at exposing the conceptual nature of the moral concepts ricHT
and wrone. In doing this, the study will cover the divergent linguistic phenomena of
predication, metaphor and binary opposition (or antonymy) in moral language. The
arguments presented here function as stand-alone, but complementary, analyses; each
supporting the other in such a way as to render the complete work a defence of a single
thesis, which can be stated as follows:

Thesis Statement: The moral concepts rieHT and wrone are abstract and
emotionally grounded; such that being able to experience moral emotions is a necessary
condition for grasping moral concepts. The conceptual form of rieHT and wrong is flexible
due to their abstract nature and can, therefore, be mentally represented in divergent forms
as either mutually exclusive or gradable opposites.

The specific aims of the work, in supporting this thesis are as follows:

i To elucidate the emotional structure of the moral concepts RIGHT and

WRONG.

i To understand whether Conceptual Metaphor Theory is an effective
framework through which to study the structure of moral concepts.
il To show the divergent conceptual forms which RIGHT and WRONG, as

binary opposites, assume in the mind.



These aims are related in that they all concern the nature of moral concepts;
however, they refer to two divergent conceptual phenomena viz., conceptual structure (i,
i) and conceptual form (iii). Analysing the structure of a concept is akin to identifying the
various necessary parts which constitute the concept, and the form of a concept is
analogous to finding the shape in which a fully-constituted concept takes. In approaching
these aims, | will present three separate studies (§ 4.1, 4.2 & 4.3) which analyse these
phenomena through varied linguistic analyses. The studies are motivated by the following
foundational assumption, which guides the analyses presented herein:

Foundational Assumption: Given that language is used to express conceptual
material, the form and structure of moral concepts will be reflected, to some extent, in the
form and structure of moral language.

This assumption is in line with the general enterprise of Cognitive Linguistics,
within which the foregoing work is loosely situated. Cognitive Linguistics is not a single
theory or framework, but, rather, a branch of cognitive science which understands
language to be a product of more general cognitive functions — as opposed to emanating
from a specific language faculty — and, therefore, sees the study of language as a
legitimate means by which to study said functions. More succinctly, Cognitive Linguistics
assents to the following broad claim:

[L]anguage is not an autonomous cognitive faculty. The basic corollaries of
this hypothesis are that the representation of linguistic knowledge is essentially the same
as the representation of other conceptual structures, and that the processes in which that
knowledge is used are not fundamentally different from cognitive abilities that human
beings use outside the domain of language (Croft & Cruse, 2004).

The above outlines the general outlook and foundational assertions made in
the field of Cognitive Linguistics, from the perspective of which, myriad linguistic
phenomena are studied. The Cognitive approach which started to develop in the works
of Charles Fillmore, George Lakoff and Mark Johnson, Ron Langacker, and Leonard
Talmy (Geeraerts & Cuyckens, 2007), represents a marked shift from traditional views in

the philosophy of language and linguistics, from which language was often seen as a



cognitively autonomous, or even externally situated, phenomenon, to one where it is
viewed as a function of the mind’s general cognitive processes; as dependent upon, and
structured by, more fundamental conceptual and perceptual mechanisms.

In the past forty years, research in the field of Cognitive Linguistics and
cognitive psychology has become increasingly intertwined, especially in relation to the
embodiment hypothesis (Rohrer, 2010), with theoretical work from linguists being used in
conjunction with experimental results in cognitive science. Such a perspective, | hope to
show, provides us with a lens through which we can examine the conceptual nature of
moral concepts rieht and wrone Vvia analysis of moral language, as, from such a
perspective, the structure and functioning of moral language is seen as reflective of the
structure and functioning of moral thinking.

1.4 Scope

In having as its goal the explication of moral concepts, and by doing so
through the lens of Cognitive Linguistics, this work will inevitably involve the exploration of
moral language. As mentioned above, the divergent linguistic phenomena of predication,
metaphor and binary opposition will be examined in order to reach an understanding of
the conceptual structuring and form of rieit and wrone. The following paragraphs will
outline the specific scope of these studies and provide an overview of the three main
arguments to be presented in Chapter 4.

1.5 Overview of the Arguments

The proceeding work is comprised of three studies which all have as their
aim the examination and elucidation of the moral concepts ricHT and wrone. The first two
studies of predication and metaphor concern the structure of ricit and wrone and the third
investigation of binary opposition (antonymy) explores their form. The following
paragraphs provide an outline of each study.

1.5.1 The Emotional Structure of Right & Wrong

The first study, (§ 4.1) presents a theoretical argument, supported by
secondary empirical findings, which posits that moral concepts are emotionally
structured. In supporting this claim, | survey the extant psychological and neurological

evidence that suggests strong influence of emotional structures of the brain in moral



thought. | then present an analogical argument which draws a parallel between moral
properties and concepts and what | refer to as emotion-dispositional properties and
concepts which are identified by adjectives such as ‘'annoying', 'frightening," or
'disgusting' and appear to be uncontroversial and common examples of mistakenly
predicating subjective emotions to mind-independent states of affairs; a conceptual and
linguistic mistake which | have dubbed attribution error (Bartlett, 2020). | develop a
reading of attribution error which allows us to explain why it happens by alluding to figure
and ground construal and showing that emotional stimuli are foregrounded due to their
cognitive salience, thereby construing grammatical form in such a way as to commit the
attribution error. | then show that moral language functions in an analogous way to
emotion-dispositional language, thus giving reason to believe that moral actions are
emotional in nature. In offering further support, | draw attention to the fact that moral
judgements are often explicitly expressed in emotion-dispositional terms. It is ultimately
concluded, based on this analysis, along with the convergent experimental data, that
moral properties and concepts can be reduced to emotion-dispositional properties and
concepts.
1.5.2 Conceptual Structure & Moral Metaphor

The second study (§ 4.2) aims at assessing the effectiveness of the
influential framework Conceptual Metaphor Theory (CMT), in further elucidating the
structure of moral concepts. | will give a critical assessment of CMT both in itself and in
light of the conclusions drawn in the first study. To this aim, | pose the question:

Is the framework of Conceptual Metaphor Theory an effective means for
discovering the conceptual structure of moral concepts?

In answering this question, | give a CMT-based analysis of the conceptual
domain moraLiTy and its constituent concepts ricHT and wrong in order to assess whether the
framework can exert any leverage on the question of morauTY’s conceptual structure. This
examination exposes a series of divergent source domains apparently structuring the
target. | then explicate how this is potentially problematic for CMT, as it raises the question

of whether all source domains are necessary for the structure of the target, or not.



Furthermore, emotion does not appear as a salient source domain in any previous CMT-
based analyses which, in light of the overwhelming evidence that implicates emotional
regions of the brain in moral thought, raises doubts about the efficacy of the framework. |
sketch a hierarchical approach that tries to coherently integrate the divergent source
domains assumed to be necessary to the understanding of morauty, but | ultimately
conclude that this supplementation of CMT does not help the theory to overcome deeper
problem unearthed here.
1.5.3 The Conceptual Form of Right & Wrong

The third study (§ 4.3), which examines the conceptual form (as opposed
to the structure) of rieiT and wrong, analyzes the use of the antonyms right/wrong in moral
discourse in order to draw conclusions about the form in which their binary opposition is
mentally represented. The specific question under investigation is:

What form of binary opposition — mutually exclusive, or gradable — do the
moral concepts ricHT and wrone take?

The foundational assumption guiding this investigation claims that the
relation between conceptual representation and language is such that, the form in which
concepts are represented in speakers’ minds is encoded by lexical items and determines,
therefore, their lexical form, along with the grammatical form of the utterances in which
they appear. Based on this assumption, | explore how moral antonyms right/wrong are
used in moral discourse in order to discern their lexical status as either complementary or
gradable contrary antonyms and, therefore, the form of the related concepts ricHt and
wrone. | hypothesize that if an agent conceptually represents ricit and wrone as mutually
exclusive concepts, then they will use right/‘wrong as complementary antonyms and,
conversely, when represented as gradable, they will use right/wrong as gradable contrary
antonyms, which will be evident from the grammar of their utterances. | conclude that the
form of representation which moral concepts exhibit is, not fixed, but flexible; that in some
instances agents mentally represent ricit and wrong a@s mutually exclusive, and in others

as gradable.
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| go on to demonstrate how the form of conceptual representation that
riHT and wrone take — as either mutually exclusive or gradable — is contingent upon the
states of affairs to which they are applied. In utilitarian-style moral judgements, based on
maximizing or minimizing outcomes, for instance, reHT and wrone are commonly
understood as gradable in nature. Deontological judgements, in contrast, with their
foundations in categorical ‘black and white’ moral rules, tend to force ricHT and wrone into
a mutually exclusive form. | present linguistic evidence in support of a conceptual link
between the form of ricHT and wrone and the physical form of the states of affairs to which
they are applied.

1.6 Significance

The current work is deemed to be significant in presenting a multidisciplinary

study which hopes to integrate the fields of Cognitive Linguistics and analytic metaethics.
Although linguistic analysis has been traditionally used in metaethics, frameworks from
Cognitive Linguistics, to my knowledge, have not previously been applied to the
philosophical study of moral concepts. The work, therefore, represents a novel
multidisciplinary investigation into the structure of moral concepts and what this tells us
about moral thought and action.

1.7 Theoretical Framework

As stated above, the current work is multidisciplinary in nature, but takes
a broadly ‘Cognitive Linguistic’ approach to the study of moral concepts through the
examination of divergent linguistic phenomena. | will now proceed to explicate this
theoretical framework in more detail.

The Cognitive Linguistic approach grew out of the work of several
theorists including Charles Fillmore (1968, 1976), Leonard Talmy (1975), George Lakoff
and Mark Johnson (1980) and Ronald Langacker (1987). This approach has been taken
further in the work of others (Cruse & Togia, 1996; Evans, 2009b; Goldberg; Adele E.,
1995; Steven. Jones et al., 2012; Kovecses, 2000) to mention just a few. The Cognitive
Linguistics enterprise encompasses only very broad foundational assumptions, or
commitments, to the study of language and cognition and does not constitute a fully-

fledged theory of mind and language, as Vyvyan Evans explains:
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It is important to note that cognitive linguistics is best described as an
“enterprise” precisely because it does not constitute a single closely articulated theory.
Rather, it represents an approach that has a number of core commitments and guiding
principles, which have led to a diverse range of complementary, overlapping (and
sometimes competing) theories. The cognitive linguistics enterprise is characterized by
two fundamental commitments: the Generalization Commitment and the Cognitive
Commitment (Evans, 2009b)

The ‘Generalization Commitment’ can be understood as the assumption
that explanations of certain linguistic phenomena are generalizable to other phenomena
in language. This means that an explanation of semantics, for example, should be
generalizable and applicable in the study of grammar, syntax and other areas of
linguistics. The Generalization Commitment represents a marked difference in
perspective from that of traditional schools of thought within linguistics which see the
different aspects of language as qualitatively distinct. The second of the two foundational
assumptions, the ‘Cognitive Commitment’, states that the characterization of language
should be in line with our best understanding of the mind, and cognitive functioning, as
understood in other scientific disciplines such as psychology, neuroscience and
philosophy of mind (Lakoff, 1990).

Although the specific approaches taken, and linguistic phenomena
studied, by the authors working within the field vary, they all assent to the abovementioned
assumptions. Cognitive linguists, therefore, assume that there is an intrinsic link between
cognition and language, such that language does not rely on a specialized or autonomous
cognitive process, but instead emerges from more general cognitive functioning. This
assertion, as | have noted elsewhere, is “grounded in the fact that no specific structure in
the brain has been found to be responsible for language (Anderson & Lightfoot, 2002).
Cognitive linguists argue that conceptualization underlies not only semantic
representation but that syntax, morphology, and phonology are also conceptually
grounded” (Bartlett, 2020). The assumption that general cognitive processes such as

conceptualization underpin language use, grounds the assumption that the analysis of
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language can be instrumental in uncovering and understanding these cerebral
processes. Itis

In addition to the above commitments, the current work makes several
further assumptions about mind and language. These foundations are important
theoretical pre-requisites which depart, sometimes radically, from classical theories of
mind and language. It will, therefore, be necessary to elucidate these assumptions before
moving on.

1.7.1 Epistemic Claim: Encyclopaedic Knowledge

The current work makes the epistemic claim that concepts are situated
within, and are understood against the background of, complex and coherent knowledge
structures which are ‘encyclopaedic’ in nature. The so-called ‘encyclopaedic’ view of
knowledge sees conceptual information as follows:

The structured body of non-linguistic knowledge to which a linguistic unit
such as a word potentially provides access. Encyclopaedic knowledge is modelled in
terms of a number of constructs including the domain [...], the cognitive model and the
idealised cognitive model (Evans, 2007).

Understanding conceptual knowledge as being encyclopaedic in nature
is in opposition to the traditional view of knowledge as being dictionary-like. That is to say,
our knowledge of a particular concept or domain is understood as part of a complex of
integrated knowledge about the world — much like an encyclopaedia — and that it cannot
be defined or understood apart from this rich integrated system of background
knowledge.

In contrast, classical views see individual concepts as discrete
conceptual symbols which can be totally and clearly defined without making reference to
any further background knowledge (I will survey theories of concepts in Chapter 3).
Hence, to put it poetically, the fabric of our concepts is our knowledge of the world and
this knowledge is a rich and detailed tapestry which is the mental representation of the

totality of one’s stored conceptual information. This tapestry can be imagined as being
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one long landscape where all concepts are linked together in a coherent scene, as
opposed to understanding concepts as being separate unconnected entities.
1.7.2 Concepts, Frames and Domains

With a basic characterization of encyclopedic knowledge now in-hand,
we are able to reach an adequate understanding of the theoretical constructs concepts,
frames, domains and domain matrices. | will explicate these fundamental ideas, as they
are to be understood in the current work, in turn:

Concepts: Mental representations which can vary in form and degree of
abstractness and represent the smallest units of encyclopedic knowledge and highlight
individual pieces of conceptual knowledge, such as saLL, for instance, from a complex
background of encyclopedic knowledge.

Frames: Complex mental representations which encode a scene or
section of background knowledge (as opposed to an individual part of the scene). Frames
contain many constituent concepts which are understood to represent the entities and
relations between the constituents of a particular context such as rootsaLL which includes
the concepts BaLL, PLAYER, GOAL, OFF-sIDE €fC.

Domains: More complex mental representations which refer to a whole
domain of experience. Domains are large knowledge structures, such as prysicaL acTivity,
which contain frames and their constituent concepts such as rootsaLL = {BALL, PLAYER, GOAL...}
and Jubo = {THROW, ARMLOCK, DEFEND...}.

Domain matrix: the largest unit of mental representation consisting of
domains, frames and concepts. A domain matrix is assumed to link multiple conceptual
domains with each other; such that the understanding of one domain presupposes others.
For instance, PHYSICAL ACTIVITY PresSuppPOSEeS GOAL-DIRECTED BEHAVIOR and pHysicaL oBJecTs, thus the
domains are linked in a matrix.

The conceptual structures explicated above all relate to mental
representations which can be activated in one’s mind upon encountering certain stimuli.
Understood in this way, stimuli serve to highlight particular sections of knowledge in our

encyclopedic understanding of the world. For example, the word ‘ball’ is a linguistic
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stimulus which activates the concept saw, as is the word ‘football” which activates the
frame rootsacL, along with its constituent concepts BaLL, PLAYER, GOAL etC.
1.7.3 A Theory of Mind: Embodied Cognition

Along with the encyclopedic view of knowledge, the current work
embraces a weakly embodied theory of mind. The view that cognition is ‘weakly
embodied’ needs to be understood against the background of a sfrong embodiment and
this, in turn, in contrast to classical theories of mind.

Classical theories of cognition, such as the Representational Theory of
Mind (RTM) and the Computational Theory of Mind (CTM), view the mind as being an
abstract symbol manipulation system that computes concepts in an amodal (non-sensory-
specific) fashion and which does not extend beyond the confines of the brain. In contrast,
(and in reaction) to this theory, many contemporary cognitive scientists have proposed
and supported a strongly ‘embodied’ view of cognition which sees cognition as a process
that is multi-modal and perceptually grounded; such that sensory-motor systems are
necessary for the comprehension of various concepts. As such, the strongly embodied
view sees cognition as an activity which is distributed across the whole of the body, and
not as an activity that happens exclusively in the brain (or in certain regions of the brain).
There is empirical evidence which appears to support the embodiment hypothesis
(Barsalou, 2007; Gallese et al., 1996; Gallese & Lakoff, 2005), and this is the predominant
view among cognitive linguists. As Vyvyan Evans explains, embodied cognition is:

One of the guiding principles of cognitive semantics and at the heart of
much research in cognitive linguistics. This thesis holds that the human mind and
conceptual organisation are a function of the way in which our species-specific bodies
interact with the environment we inhabit. In other words, the nature of concepts and the
way they are structured and organised is constrained by the nature of our embodied
experience. (Evans, 2007)

It is important to note that such a characterization also includes what is
sometimes referred to as ‘situated’ or ‘embedded’ cognition — the thesis that our cognition

is dependent to some extent on our experience of being situated within, or interacting
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with, the physical world. The theory of embedded cognition emphasizes the importance
of being environmentally situated in our cognitive functioning (Hutchins, 1995; Suchman,
1987). Thus, the theory described by Evans above (which is commonly held by cognitive
linguists) is a view which can be called embodied embedded cognition (EEC) (Clark,
1999). There is, indeed, empirical support for the EEC thesis which includes observations
that humans are able to perform certain cognitive tasks more efficiently when using hand
gestures, suggesting that certain cognitive functions can be ‘sub-contracted out’ to other
parts of the body (Donald, 1991) and also that gesturing helps to facilitate the
comprehension and processing of language (McNeil, 1992).

Another related non-classical theory of mind is the extended mind thesis
which claims that the mind extends beyond the body and into the physical environment;
such that physical entities in the world can actually take on the cognitive functions of an
individual, thereby reducing the processing load (Clark & Chalmers, 1998). The theories
of embedded and extended cognition are, in principle, compatible with embodied
cognition, however, strong embodiment does not necessarily entail either embedded or
extended cognition.

Against this background, we can understand the ‘weak embodiment’
theory which the current work adopts. A weakly embodied theory of mind holds that
cognition can be both embodied and multimodal as well as disembodied and amodal.
Such ‘hybrid’” approaches are starting to develop as a way to account for experimental
evidence that threatens the soundness of both classical views of cognition and strongly
embodied views (Dove, 2011, 2015; Goldinger et al., 2016). Thus, the embodied view
assumed here is a more nuanced perspective and should not be understood as endorsing
the strong view that all cognition is embodied, but claims, instead, that some concepts
may be embodied and some may not. This amounts to claiming that the mind is able to
perform both embodied modal conceptualization a well as amodal abstract symbol
manipulation, thus emphasizing human cognitive flexibility. Moreover, weak embodiment

does not entail either embedded or extended cognition.
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1.7.4 Concepts and Language

There is undoubtedly a close relationship between thought and language
which many have tried to understand. Some have claimed that there is a one-to-one
relationship between language and thought such that words and concepts are
interchangeable (Humphreys et al., 1999; Vigliocco & Vinson, 2012). Others have
challenged this view showing that there are many concepts which do not become
lexicalized, meaning that we might have more concepts than words (Murphy, 2002).
Whether there is a one-to-one mapping or a many-to-one mapping of concepts with lexical
items, is still an open question which need not occupy us here, however.

It is uncontroversial that language is a means of expressing conceptual
content, but that's about all that is uncontested about the link between language and
thought. Despite the huge amount of attention paid to language and its connection to the
mind by theorists across myriad fields, the precise nature of this connection has proven
to be notoriously tricky to describe and is still fiercely debated. This is partly, | conjecture,
due to the fact that concepts themselves have proven so difficult to understand.

In the foregoing work, | make the assumption that lexical items serve to
encode and express conceptual data, as mentioned above. Concepts and words,
however, are not understood as being one and the same. That is to say, this claim should
not be seen as the ideational metasemantic assumption that the meanings of words are
defined by the concepts to which they relate, but, rather, the more modest claim that, in
serving to express conceptual material, linguistic form and structure must be apt to
encode conceptual form and structure.

If this assumption is true, the analysis and understanding of linguistic
functioning and form will provide insight into conceptual structure and form, and it is this
assumption which motivates the current work. The most compelling reason for taking such
a view is that a great many conceptual phenomena — which | will proceed to survey in
Chapter 2 — are evident in language. Categorization effects and hierarchical structure

(Federmeier & Kutas, 1999), typicality effects and basic-level naming effects (Lin et al.,
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1997; Rosch et al., 1976; Wisniewski & Murphy, 1989) have all been observed in language
use and comprehension.

With the main aims and theoretical assumptions established, | will
proceed, in the following chapter, to survey of the relevant literature in preparation for the

main analyses to come in Chapter 4.

CHAPTER TWO
LITERATURE REVIEW

2 Literature Review
In preparation for the analyses in Chapter 4, this chapter gives an overview and
critical analysis of the relevant literature and the main theoretical claims presented therein.
2.1 Introduction
Before reviewing the relevant literature, | must provide the reader with a
disclaimer. Due to this work being multidisciplinary in nature, and undertaking distinct,
but related, analyses which concern divergent conceptual and linguistic phenomena, it is
necessary to refer to a wide range of background literature which spans the fields of
psychology, philosophy, linguistics and neuroscience. Given this, having a dedicated
literature review section is, perhaps, not the best format to follow, but in an effort to
address both structural formalities and also to cover all the relevant literature, | will
introduce only the very foundational works which have been crucial to the historical

development of the understanding of concepts in this dedicated chapter, and will add to
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this by including and critiquing the more specific studies and secondary data relevant to
each argument alongside the individual analyses in Chapter 4.
2.2 Constructing Concepts

It must be said that a deep and committed dive into the literature on concepts
leaves one quickly struggling for breath and wondering which way is up. That is to say, it
is an extremely difficult and controversial question as to what a concept is, and even if
there are such things at all. Given this, it will be impossible, with limited space and scope,
to cover all the relevant theories. | will, then, not even attempt such a feat and will instead
try to give a brief, but theoretically adequate, overview of the main ideas so as to clear the
ground ready for the analyses presented in Chapter 4.

Concepts' have been the focus of much work in philosophy, psychology and
Cognitive Linguistics, and there are many divergent views which try to define what they
are (Carey, 2009; Dennett, 1987; Gibson, 1966; Hampton & Moss, 2003; G. Murphy, 2002;
Vigliocco et al., 2006; Vigliocco & Vinson, 2012). The psychologist Gregory Murphy said
that ‘Concepts are the glue that holds our mental world together’ (Murphy, 2002), and
when we consider the importance of concepts, as Murphy invites us to do, it is not
surprising that the literature on conceptualization is immense and spans many fields
(Margolis & Laurence, 1999, 2015; G. Murphy, 2002). Indeed, the moniker ‘cognitive
science’ is now routinely applied to the study of the human mind and its processes
undertaken from divergent disciplines and methodological perspectives, all of which have
the same goal: to understand the human mind. ‘Cognitive scientists’ trained in diverse
fields are working to reach an understanding of what concepts are and how they function
(Bermudez, 2014).

Before explaining the content and functioning of specific concepts we need
to start by addressing the ontological status of concepts themselves. This question, put
in its simplest form is: How are concepts built or structured? Many theories have tried to

provide an answer to this question and | will proceed to give an overview of the most

1 The concept literature is vast, see (Margolis & Laurence, 1999, 2015) for an overview of the field.
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relevant ones, their related claims and theoretical weaknesses in the following
paragraphs.

As mentioned in Chapter 1, the current work adopts an embodied view of
mind — which understands cognition to be grounded in the physiological structures of the
whole organism, as opposed to it being a disembodied abstract symbol manipulation
process which happens exclusively in self-contained areas of the brain — along with what
can be broadly called an ‘encyclopaedic knowledge view’ of concepts. Such claims,
however, cannot be adequately understood or assessed in isolation, and should not
simply be assumed without argument. | will therefore proceed to introduce the contending
theories of concepts which have led to the development of the aforementioned views and
this will act as both a discussion of the literature on concepts and also as an argument in
support of the foundational assumptions made here.

2.3 Concepts as Definitions

In the early psychological literature, the approach to describing concepts can
be called the ‘definitional’ approach. This early approach sought to describe concepts as
definitions; such that a concept could be precisely defined by sufficient and necessary
conditions. A certain set of sufficient and necessary conditions, it was assumed, could be
used to assess whether a particular object fell into a certain category and that the specific
criteria for inclusion defined the concept. As an example, to be a member of the category
coMPUTER an object needs to meet all the relevant criteria e.g. it is an electronic device, it
runs software, it has a monitor, it has a hard drive and so on. The full set of criteria, the
definitional view claims, perfectly describes a computer. It is held, therefore, on this view,
that one’s understanding of the criteria for identifying an object as a computer is what it
means to understand or possess the concept cowruter. Hence, from the definitional
perspective, it is one’s knowing the sufficient and necessary conditions for category
inclusion which determines their understanding of a given concept. This view can be
seen, either implicitly or explicitly, in the majority of the work on concepts from the early

to mid-Twentieth Century’. Clark Hull's (1920) work is an example of an early definitional

® See Murphy (2002) for an excellent overview of these theories.
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view from psychology. Hull’'s view assumes, briefly, that for every example of a concept,
there is a necessary element unique to it which makes a concept distinct from others. This
suggestion was rejected by Kenneth Smoke who also assented to a definitional view of
concepts, but did not accept the existence of a single essential element unique to a
concept, which Hull had proposed previously. Instead, Smoke claimed that a concept is
defined by the full range of elements which are necessary and sufficient for the
understanding of a concept (Smoke, 1932). Hence, although Smoke advocated a different
version, it was still a definitional theory of concepts. A further example of such a view can
be found in the work of Inhelder and Piaget, who also assumed a definitional stance
towards concepts which saw them as being defined logically and precisely (Inhelder &
Piaget, 1964). Such views were once so abundant and readily assumed in the
psychological literature that this theory has become known as ‘the classical view' of
concepts.

However popular the definitional view of concepts once was, it has all but
died in contemporary theory. There are many reasons why the definitional view provides
an inadequate model of concepts, but one of the most important and strongest arguments
against such a view comes from Ludwig Wittgenstein (although this problem had been
known since antiquity and is classically formulated in the Sorites Paradox (Oms & Zardini,
2019). In the Philosophical Investigations (1953/2009), Wittgenstein challenges the reader
to define the concept came in terms of necessary and sufficient conditions which, at first,
seems like a relatively easy task, but proves to be extremely difficult, if not impossible.
Indeed, if you try to define most concepts in this manner, you will soon see that reaching
a precise definition which includes all things that, for example, you call a game but
excludes all things which you do not conceive of as games, cannot be done. Upon
acknowledging this problem, Wittgenstein concludes that concepts (and therefore word
meanings) cannot be defined in such a way; that we recognize and categorize things by
way of seeing ‘family resemblances’, or similarities, and not by clearly defined criteria. It
could be, therefore, that we only recognize approximate similarities between typical

elements of all members in a particular category, and based on this rough similarity we
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are able to categorise things. It is this philosophical argument, along with experimental
evidence which eventually led to the demise of the definitional theory of concepts. Indeed,
the empirical data is heavily stacked against the theory. One of the important discoveries
made by psychologists which shows the definitional theory to be wrong was that of so-
called typicality effects. An example is seen in the work of Rips, Shoben, and Smith (1973)
who showed that, when completing categorization tasks, participants found it easier to
assign things if they were more ‘typical’ of that category. For example, people are much
quicker at judging that a robin is a bird than they are with a chicken, which is a less typical
bird. These typicality effects were also famously shown in the work of Rosch and Mervis
(Rosch & Mervis, 1975). With the theoretical strain put on the classical view by
Wittgenstein, along with the empirical evidence showing that typicality judgments — and
not precise criteria — are what allow people to categorize things and form concepts, the
definitional theory fell out of favour and theorists started to adopt a new theory of concept
formation which was based on the evidence of typicality effects. This became known as
the prototype theory.
2.4 Prototype Theory

The prototype theory is the view that categorization and concept formation
are based on how typical an example is of a particular class of entities. Categorization,
then, is seen as a comparison process in which the similarity of the constituents of a
category is computed to form a ‘prototype’ concept which acts somewhat like a template.
Things which have more features similar to the norm and, therefore, closely resemble the
prototype, are more easily understood as belonging to the category in question (Rosch et
al., 1976; Rosch & Mervis, 1975; Wattenmaker et al., 1986).

The prototype theory is preferable to the definitional view as it, of course,
avoids the problems posed by strict definitions and explains why precise definitions are
so difficult to construct. It also explains the typicality effects observed in the experiments
mentioned above, as it was designed to do. This view also has its limitations, however.
The prototype theory appears to explain how we apply concepts when making quick

automatic judgements, but has trouble accounting for more reflective judgements. Some



22

judgements seem to show that humans often categorize things in a manner that suggests
typicality is not the only criterion used in categorization tasks (Gelman, 2007). To illustrate,
| will give an example from personal experience. When | was a child, | remember my
friend’s mother baking a batch of cupcakes for us which were coloured and moulded into
the shape of a dog’s droppings. Despite her ingenious and skilled crafting of the treats,
which left them resembling an extremely life-like and very typical specimen of dog poop,
we nevertheless did not conceive them as such; we understood what they were and
categorized them as being, cupcakes, despite them being extremely atypical examples.
Hence, it appears in such judgements, we are not only relying on typicality in
categorization, and prototype theory has a difficult time explaining this.

Another problem for the prototype theory is that it cannot seem to explain the
compositionality of concepts. In many cases, when combining concepts to form a
compound or complex concept, the resulting concept has a different typicality structure
to those of its components (Osherson & Smith, 1981). To give a famous example (Fodor
& Lepore, 1996), a typical rer rist has different prototype form to those of typical risH or
typical rets. A typical rer is most likely to resemble a dog or cat, and a typical risH is
medium-sized and grey, whereas a typical ret FisH is likely to be imagined as small and
colourful — so, nothing like a typical rer or a typical risH. Thus, compound concepts often
have emergent typicality profiles which cannot be predicted from the typical structures of
their parts and this also poses a threat to the prototype theory.

2.5 Exemplar Theory

Another competing view of concepts is called exemplar theory (Medin &
Schaffer, 1978). Originally called a ‘context theory’, exemplar theory explains
categorization and conceptual formation as being a process which involves agents
accessing and using information stored in memory to categorize a particular entity or

stimulus. Medin and Schaffer explain their model as follows:

The general idea of the context model is that classification judgments are based on the retrieval of stored

exemplar information. Specifically, we assume that a probe stimulus functions as a retrieval cue to access
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information stored with stimuli similar to the probe. This mechanism is, in a sense, a device for reasoning by

analogy inasmuch as classification of new stimuli is based on stored information concerning old exemplars.

(Medin & Schaffer, 1978)

On this view, it is one’s stored memories gathered through experience, as opposed to a
list of necessary and sufficient conditions (referential theory), or typical features (prototype
theory) which allows us to recognize things and build concepts. Thus, my concept
COMPUTER, for instance, is made up of memories of all the computers | have encountered in
my life and upon seeing a new computer, which might be a novel design, | am able to
recognize it by comparing it to my previous memories of other computers and, based on
how well the new stimulus matches the computer exemplar, apply my concept computer in

order to classify it. Murphy explains this view as follows:

In the exemplar view, the idea that people have a representation that somehow encompasses an entire

concept is rejected. That is, one’s concept of dogs is not a definition that includes all dogs, nor is it a list of

features that are found to greater or lesser degrees in dogs. Instead, a person’s concept of dogs is the set of

dogs that the person remembers. In some sense, there is no real concept (as normally conceived of ),

because there is no summary representation that stands for all dogs. (Murphy, 2002)

An exemplar, then, is not a prototypical concept or ideal template, but a composite
impression in memory, such that my concept computer is built of a range of knowledge of
computers | have consolidated from past experience. Categorization, therefore, involves
a process where one accesses all previous memories of computers which may include
many different sizes and varieties and compares them to find similarities. Hence, upon
seeing a computer | am able to retrieve this information, compare it to the new machine

and categorize it based on its similarity to stored exemplars information. Hence, concepts
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are constructed of stored information which can be compared against a new example or
stimulus.

Exemplar theory avoids the problems of defining characteristics and it is also
able to neatly explain typicality phenomena, as the most typical members of a category
will naturally be the ones which are most similar to a large number of category members
and they will, therefore, be categorized more quickly than less typical items (Nosofsky &
Alfonso-Reese, 1999; Nosofsky & Palmeri, 1997b, 1997a). One major disadvantage to the
exemplar theory is that it has difficulty in accounting for the hierarchical organization of
concepts and would also be an extremely energy-intensive cognitive process if one had
to recall and go through all of one’s previous memories in order to categorize something
(Murphy, 2016).

2.6 The Knowledge Theory

The last theory of conceptual structure | will mention here is the knowledge
approach, or sometimes referred to as the ‘theory theory’ (Morton, 1980). This approach
was proposed in order to develop a more theoretically sound and empirically supported
theory of concepts than had previously been posited. This theory was originally framed in
terms of the intuitive and naive theoretical knowledge that people have about the world,
hence the ‘theory theory’ label. As Murphy and Medin (1985) explain:

Our claim is that representations of concepts are best thought of as
theoretical knowledge or, at least, as embedded in knowledge that embodies a theory
about the world. (Murphy & Medin, 1985)

On this view, it is assumed that the knowledge we have about the world forms
a coherent and interconnected whole which contains information about entities,
properties, actions and their relations to one another, and it is this knowledge structure
which is the raw conceptual material of our concepts:

The knowledge approach argues that concepts are part of our general
knowledge about the world. We do not learn concepts in isolation from everything else (as
is the case in many psychology experiments); rather, we learn them as part of our overall

understanding of the world around us. (Murphy, 2002)
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Hence, the formation of concepts and our ability to classify things is
influenced by what we already know. Our prior knowledge is not simply used to remember
and operationalize specific exemplars to be used in classifying individual concepts, but,
instead, all background knowledge is used to make inferences about things and aid
categorization. The knowledge view, therefore, emphasizes the use of logical reasoning
processes in conceptualization. To give an example of how this works, upon seeing an
adult holding the hand of a child in the supermarket, it would be natural to categorize the
child as the son or daughter of that adult. In such a case, we make a reasoned inference
based on our background knowledge and experience of the world. It is important to note
that it is not just our knowledge of a prototype son or paucHTER Which is used to make this
inference, but also the knowledge that, for example, young children are smaller than their
parents, parents often hold hands with their children to keep them safe, if the child was
being taken care of by a teacher, they would probably not bring them to the supermarket,
and so on. All of this knowledge licences the inference that the child is probably the son
or daughter of the adult, even though we have never seen these people before and have
no specific information regarding their relationship.

There is much empirical data showing the presence of so-called ‘knowledge
effects’ which provides support for this theory. It has been found, for example, that people
are able to memorize lists of things when the things in the list relate to a coherent realm of
background knowledge, as opposed to unrelated random objects which people find it
more difficult to memorize. This suggests that agents access and make use of
background knowledge in order to more easily perform memorization and categorization
tasks (G. Murphy, 2002; G. L. Murphy & Allopenna, 1994; Spalding & Murphy, 1996).

Finally, the knowledge approach allows for our concepts to be updated by
new experiences and to develop over time. Indeed, this is an advantage of the knowledge
approach, as it helps to explain why people’s concepts develop and become more

sophisticated as they increase in age and experience.
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2.7 Defining Concepts

The present work’s understanding of concepts is broadly in line with the
knowledge view outlined above, following Murphy. Accordingly, a concept is defined as:

A nonlinguistic psychological representation of a class of entities in the world.
This is your knowledge of what kinds of things there are in the world, and what properties
they have. (Murphy, 2002)

As can be seen from the above, theories of conceptualization have tended to
concentrate on categorization. It is this focus which has, plausibly, led to concepts being
generally treated as being of a single uniform kind. It is this assumption which | want to
challenge. In light of the above considerations, then, the current work assumes an
understanding of concepts which is broadly in line with the knowledge view, due to its
relative theoretical and empirical plausibility, but which also acknowledges the possible
diversity of conceptual kinds. Accordingly, concepts are to be understood here as:

Concepts: Concepts are mental representations constituted from one'’s
coherent knowledge of the world which display divergent forms that are apt to denote
entities, properties and relations between them.

| understand ‘mental representations’, here, to be mental images; the pictures
and understandings which can be brought to mind with, or without, linguistic stimuli and
which are accessible to introspection.

This characterization is deliberately broad so as not to pre-suppose a
particular theory of mind or cognition as either embodied, grounded, modal, amodal etc.
— on this point, | aim to stay neutral. | will consider only the phenomenologically self-
evident and undisputable mental phenomena experienced when imagining and thinking
in the following analysis. That is, the representations we are consciously aware of and
which manifest before one’s mind’s eye during introspection and contemplation or which
arise when encountering linguistic stimuli such as ‘black coffee’, for example. These are
the imaginative phenomena | refer to as ‘concepts’. The neurological architecture and

cognitive functioning involved in the generation of such images remains to be shown, but
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| take it as self-evident and indisputable that there are such things. It is from this foundation
that | will proceed to argue for a qualitative distinction between conceptual kinds.

In sum, many theories of conceptualization have neglected to emphasize
clear distinctions between various conceptual kinds. | endorse a broadly knowledge-
based understanding of concepts as theoretically and empirically plausible, but with the
qualification that there exist distinct conceptual kinds. In the following section | will
explicate the nature of the link between concepts and language assumed by the foregoing

work in preparation for the analyses to follow.

CHAPTER THRE
METHODOLOGY

3.General Methodology

The current study is multidisciplinary in nature, not only in the sense that the
phenomena of language and mind are of interest to a multitude of academic disciplines,
but also due to the fact that it employs varied forms of analysis in exploring these
phenomena. In general, this work takes the data and findings of Cognitive Linguistics — a
thoroughly scientific field —and applies to them traditionally philosophical praxes of logical
and conceptual analysis. Although the fundamentalists in their disciplines often stick hard
and fast to the standardly accepted techniques within their fields, it is my view that whether
in science or philosophy, we all have the same ultimate goal: to discover and clarify the
truth. It is in light of this shared goal that | believe researchers should be open to exploring

the methodologies from parallel disciplines in reaching this aim. The physicist and
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philosopher Friedrich Waismann noted the potential importance of employing the
traditionally philosophical methods of logical and conceptual analysis in the sciences:

It has often been noted that philosophy and science express two very different
types of attitude of the human mind. The scientific mind searches for knowledge, i.e., for
propositions which are true, which agree with reality. On a high level, it rises to the
construction of a theory which connects the scattered and in their isolation unintelligible
facts and in this way explains them. But the philosopher cannot be satisfied with this. The
very nature of knowledge and truth becomes problematic to him; he would like to get
down to the deeper meaning of what the scientist does. Now what can be gained through
philosophy is an increase in inner clarity. The results of philosophical reflection are not
propositions but the clarification of propositions. (Waismann, 1977)

Itis in the spirit of Waismann’s words that | bring logical and conceptual analysis
into the realm of Cognitive Linguistics and hope, in applying these methods to the data
gathered and theories constructed, to scrutinize and clarify the foundational assumptions
of the field. Such a program may strike many is distasteful, especially as Cognitive
Linguistics seems to have evolved as a reaction to the formalism of traditional logical
semantics and generative approaches. However, it would be myopic of theorists working
in this feild, | submit, to let dissagreements with the substantive content of the theories
and claims of formalist approaches to lead us to disregard their methodologies in toto.
Indeed, the formal methods of analysis — perhaps exemplified in formal semantics — were
founded on thousands of years of development in formal logic from Aristotle to Frege and
Russell as a deductive system designed to offer precise and necessary conclusions; we
discard this at our peril!

3.1 Conceptual and Logical Analysis

The method of logical analysis — sometimes simply ‘analysis’ — from which
analytic philosophy takes its name, is often difficult to define and in fact consists of many

varied (Beaney, 2021)3 elucidations and approaches which stem from the works of

* See (Beaney, 2021) for a discussion on the differing forms of logical and conceptual analysis employed in analytic

philosophy.



29

Gottlob Frege (1879) and Bertrand Russell (Weitz & Russell, 1961) through the early works
of Wittgenstein (1922). In the current work the method of analysis should be understood
as consisting in:

The methodical elucidation of the concepts employed by a given claim or
proposition and a subsequent logical analysis of the entailments of the clarified
propositions in order to assess the formal validity of such propositions in the employment
of an argument.

In line with the above characterization, such analysis consists of two parts:
the elucidation of the concepts or terms used within a proposition (conceptual analysis)
and the subsequent evaluation of the proposition as a whole and the logical entailments
of the proposition, and validity of arguments which employ the proposition, which follow
as a result of the conceptual clarification (logical analysis).

3.2 Intuition and Introspection

In addition to the aforementioned methods of conceptual and logical analysis,
| will also be making use of introspection as a way of accessing and understanding
conceptual material and assessing conceptual claims. This method, of course, is not so
alien to the field of Cognitive Linguistics, and linguistics in general. Leonard Talmy

endorses and explains this method in the following:

The issue of methodology is raised by the fact that cognitive semantics centers its research on conceptual

organization, hence, on content experienced in consciousness. That is, for cognitive semantics, the main object

of study itself is qualitative mental phenomena as they exist in awareness. Cognitive semantics is thus a branch

of phenomenology, specifically, the phenomenology of conceptual content and its structure in language. What

methodology, then, can address such a research target? As matters stand, the only instrumentality that can

access the phenomenological content and structure of consciousness is that of introspection. (Talmy, 2000)
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Hence, introspection is used as a means of gathering data about concepts and language
to be further analysed. Such a technique, when applied to language, relies on the intuition
of the researcher as a native speaker in being able to assess whether an utterance is
grammatical or ungrammatical. In the context of psychology and conceptualization, the
method makes use of the researcher’s intuitive understanding of concepts, their
representation and their associations with divergent, but connected concepts. It is of
course always possible that intuition, although affording us direct access to conceptual
knowledge, is distorted by the influence of cognitive bias and so this is why the
employment of such data must be done with discipline and rigor — as is clearly stipulated
by Talmy (2000). This consideration necessitates the use of conceptual and logical
analysis in the application of such data.
3.3 Secondary Data

As well as intuitively collected data, secondary data will also be collected and
analyzed in the same manner in order to assess the validity of the foundational claims
concepts and frameworks currently employed.

3.4 The Lexical Approach

Lastly, in addition to the linguistic data collected through introspection, the
following study will also make use of what can be called the ‘lexical approach’ (Kévecses,
2020) which involves collecting examples of language taken from English language
published articles, webpages, books and dictionaries. This approach is a standard way
of collecting linguistic data from various sources and has been used throughout the
various arguments presented here and used in conjunction with the above-mentioned

methods in an interdisciplinary way.
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CHAPTER FOUR
ANALYSIS

4. Analysis

Now that the arguments have been outlined and the theoretical assumptions
elucidated, the main analyses can be given in full. This chapter contains the
aforementioned studies and presents them in turn. The first (§4.1) argues for the emotional
construction of moral concepts, the second (§4.2) critiques Conceptual Metaphor Theory
as a means of probing the conceptual structure of moral concepts, the third (§4.3)
examination the binary opposite nature of ricHT and wrone.

4.1 The Emotional Construction of Moral Concepts:

Understanding what morality is and why we classify some actions as ‘right’ or

‘wrong’ are foundational concerns in metaethics and moral psychology. An interesting
and oft-made observation is that there appears to be a prima facie link between moral

thought and emotion. But what is the nature of this link? Is the connection between morality
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and emotion merely a reactionary one, or is it something stronger; a necessary one? |
claim the answer is the latter.

There are many theoretical frameworks which have been employed in
trying to understand the composition and structure of moral concepts. One of the most
dominant of these in the cognitive science literature is Conceptual Metaphor Theory
(CMT). In the following section | will attempt a CMT-based analysis of moral concepts,
against the background of the preceding emotionist study in order to see if the framework
is able to shed more light on our analysandum.

4.2 The Metaphorical Structure of Moral Concepts*

As shown above, there is ample evidence pointing to the emotional
construction of moral concepts. But in order to develop a deep and comprehensive
understanding of concepts and how they are structured, it is necessary to analyse them
from various perspectives, employing diverse techniques. In the current section, then, |
will proceed to examine the conceptual domain moraLiTy along with its constituent concepts
ricHT and wrone through the lens of Conceptual Metaphor Theory, in order to see if the
results from the previous section can be reconciled with the data garnered from a CMT-
based analysis.

Intriguingly, however, in light of the wide range of evidence implying the role
of emotion in moral thinking, it is surprising that the probable emotional structuring of moral
concepts has not been drawn out or emphasized in the CMT literature. This leads to the
question of whether CMT is effective as a framework for probing the nature of moral
concepts, which | will proceed to explore in the following paragraphs.

4.2.1 Conceptual Metaphor Theory & Moral Concepts

CMT is, therefore, a theory about conceptual structure which holds that
conceptual structure can be probed through the analysis of metaphorical utterances. The
main aim of this section is to test the effectiveness of Conceptual Metaphor Theory in

discovering the conceptual structure of the domain moraLity and its constituent concepts

* Work from this section has, in line with university requirements, been previously published and is reproduced here

courtesy of Axiomathes and Springer Nature. See (Bartlett & Ruangjaroon, 2022).
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ricHT and wrone through the analysis of linguistic metaphors. The guiding question, then,
is:

Is the framework of Conceptual Metaphor Theory an effective means for
discovering the conceptual structure of moral concepts?

In supplying an answer to this question, it will be shown that a CMT-based
analysis — although able to give interesting insights into the way English speakers describe
moral actions and have implicit conceptual associations — is a tool unfit for the purpose of
discovering the structure of moral concepts.

4.2.2 The Foundations of CMT

Although prima facie CMT seems intuitively appealing, previous
challenges, along with the oppositions to be presented here, | contend, should be taken
seriously. Logical analysis of the main theoretical claims of CMT uncovers flaws which
should lead theorists to seriously reconsider the ways in which they approach the study
of the human conceptual system henceforth. In order to demonstrate this, | will proceed
by initially introducing the foundational claims of CMT in preparation for the criticisms to
follow.

In the decades since it was first proposed, CMT has seen much
development and elaboration by various scholars (Gibbs, 2017; Kévecses, 2020; Lakoff,
1996), but the foundational assumptions of the framework remain the same. It will,
therefore, be instructive to start this study by first outlining and examining the theory as it
was originally put by George Lakoff and Mark Johnson more than four decades ago. In
Lakoff and Johnson’s Metaphors We Live By (1980), they begin by emphasizing the
importance of understanding the machinations of human conceptualization and, vitally,
claim that the human conceptual system is ‘metaphorical’ in nature. In doing so, they start

to lay the foundations of Conceptual Metaphor Theory. Lakoff and Johnson state that:

“Our ordinary conceptual system, in terms of which we both think and act, is fundamentally metaphorical in

nature. The concepts that govern our thought are not just matters of the intellect. They also govern our
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everyday functioning, down to the most mundane details. Our concepts structure what we perceive, how we

get around in the world, and how we relate to other people. Our conceptual system thus plays a central role

in defining our everyday realities. If we are right in suggesting that our conceptual system is largely

metaphorical, then the way we think, what we experience, and what we do every day is very much a matter

of metaphor.” (Lakoff and Johnson, 1980, p3)

Lakoff and Johnson state the foundations of the theory more concisely by
explaining that ‘The essence of metaphor is understanding and experiencing one kind of
thing in terms of another (Lakoff & Johnson, 1980). This cornerstone of CMT is still
espoused in the contemporary literature. As Zoltan Kévecses puts it: ‘In the cognitive
linguistic view, metaphor is defined as understanding one conceptual domain in terms of
another conceptual domain’ (Kévecses 2010, p4). To elaborate, CMT states that the
human conceptual system uses a ‘metaphorical’ structuring process in order to aid the
understanding of abstract concepts. This means that relatively abstract conceptual
domains (target domains) are understood in terms of more concrete conceptual domains
(source domains); that in order for humans to grasp the target concepts, our minds must
structure them by making use of simpler source concepts. The mental constructs born
from this cognitive process are dubbed ‘conceptual metaphors’.

To give an example, a now classic and well-documented case of a
conceptual metaphor originally proposed by Lakoff and Johnson (1980) is called arcument
IswaAR. Hence, it is claimed that the way in which we understand arguments is necessarily
underpinned by our conceptual knowledge of war — we understand arguments in terms
of war. CMT, therefore, makes a claim about the way in which the human conceptual
system functions. It states that the mental representations of abstract concepts are
determined by the form of the underlying concrete concepts to which they are mapped

and that these mappings are the necessary cause of linguistic metaphor.
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Lakoff and Johnson make this psychological hypothesis based on

linguistic evidence gathered intuitively from everyday utterances that appear to make

manifest widespread and systematic metaphors in certain areas of discourse. It seems,

at first glance, apparent from analysis of figurative and metaphorical utterances that many

natural language expressions make visible, or express, the underlying conceptual

structures (conceptual metaphors) hypothesized. To offer an example, Lakoff and

Johnson'’s original evidence of the proposed conceptual metaphor ARGUMENT Is warR CONSiSts

of the following collection of English language phrases:

ARGUMENT IS WAR

Your claims are indefensible.

He attacked every weak point in my argument.

His criticisms were right on target.

| demolished his argument.

I've never won an argument with him.

You disagree? Okay, shoot!

If you use that strategy, he'll wipe you out.

He shot down all of my arguments.

(Lakoff and Johnson, 1980, p4)

It is posited that the above utterances tell us something about the way in
which we understand the concept arcument: that there is an underlying conceptual process

which allows us to grasp the concept arcument by mapping it onto our concept of war. It is
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held that the conceptual metaphor arcument 1swar is made explicit by linguistic metaphors
and figurative language, such as those listed above, and that analysis of language,
therefore, gives us a way of examining the constitution of abstract concepts; that
conceptual structure can be ‘read off’ from our figurative utterances. Lakoff and Johnson
explain this link between conceptual structure and language as follows: ‘The concept is
metaphorically structured, the activity is metaphorically structured, and, consequently, the
language is metaphorically structured’ (Lakoff & Johnson, 1980, p5). Itis argued that there
is a systematic relationship between conceptual structure and linguistic structure, such
that figurative utterances provide a window to the mind. Such utterances are deemed to

be the products of conceptual metaphors, this is made clear by Lakoff and Johnson:

Our conventional ways of talking about arguments [in terms of war] pre-suppose a [conceptual] metaphor

we are hardly ever conscious of. (Lakoff & Johnson, 1980: p5)

Conceptual metaphor theorists have subsequently devoted much time to
the analysis of metaphorical and figurative language in order to discover the underlying
conceptual structures of the mind. This has led to the putative discovery of a multitude of
conceptual metaphors at varying levels of generality, or schematicity, which include such
examples adS ARGUMENT IS WAR; RELATIONSHIPS ARE JOURNEYS and SEEING IS UNDERSTANDING - t0 mention jUSt
a few prominent examples.5 CMT does indeed have much intuitive appeal, but, beyond
this, how solid are its foundational claims?

4.2.3 Under Attack

As we have seen above, metaphorical utterances are claimed to be made
manifest by hypothesised conceptual metaphors in the mind, and the data presented in
support of these conceptual metaphors consists of the very same linguistic data which
led to the hypothesis (Vervaeke & Kennedy, 1996). This attack is justified, as such an

argument is viciously circular. Raymond Gibbs explains:

® See Kovecses (2010) for a comprehensive overview of various conceptual metaphors.
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[Aln abundance of experimental evidence to support the claim that conceptual metaphors are an essential

part of verbal metaphor use, but that future research requires greater sophistication regarding the degree to

which conceptual metaphors influence speaking and understanding metaphor. (Gibbs, 2017)

Notwithstanding the non-linguistic psychological evidence to the contrary,
the fact that such experimental data is needed to support CMT should tell us something
about which methodologies would be effective in discovering and describing conceptual
structure and also serves to remind us what CMT is actually a theory about. As Vyvyan

Evans points out, CMT is not a theory about language, but human psychology:

Despite the importance of Conceptual Metaphor Theory in terms of accounting for deeply ingrained

systematicities in conceptual structure, it is not a theory about language, nor about figurative language

understanding. Rather, Conceptual Metaphor Theory primarily provides an account of knowledge

representation. Indeed, in spite of its success, it fails to adequately account for systematicities in language,

for instance within a single language, nor in terms of accounting for detailed differences in figurative

expression that emerge cross-linguistically. (Evans, 2009)

A pertinent question to ask here is: If specific cross-domain conceptual
mappings were to be conclusively proven as cognitively real via experimental
psychological and neurophysiological means, would theorists thereby be justified in
continuing to use linguistic metaphors as evidence for conceptual metaphors? | claim not.
If the objection from circular reasoning, and the means by which CMT theorists have tried
to avoid it, has taught us anything, surely it is that we should be more careful about our
approach to the study of the conceptual system; that methodologies employing the
analysis of linguistic metaphors in inferring the existence of conceptual metaphors might

be inadequate.
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In sum, CMT has come under attack by a number of theorists who claim
that the methodologies and reasoning employed in discovering cross-domain conceptual
mappings are flawed. Some of these objections have apparently been met by pointing to
non-linguistic evidence as external support for the theory which, CMT theorists claim,
justifies the continued study of metaphorical and figurative utterances in the search for
conceptual metaphors. Here one gets the feeling of being told, in light of the empirical
evidence, “look! We were right all along!”.

4.2.4 The Multiple Source Domain Problem

In addition to the issues mentioned above, | will proceed to cast more
doubt on the adequacy of CMT by raising two novel objections to the framework which
focus not on its methodological flaws per se, but on the theoretical coherence of its
foundational claims, examining the conceptual domain moraLTy @s a case in point. It will
become apparent, during the course of the foregoing, that problems arise for CMT when
an analysis of figurative language shows moraLTy t0 be structured by multiple divergent
source domains. This is problematic as it raises the question:

Which of these various source domains is necessary to the conceptual
structure of moraLiTy?

This issue needs to be addressed, as if it is claimed that multiple source
domains are necessary for structuring moraLity — or, indeed, any given target concept — it
can be argued — counter to the foundational claims of CMT — that conceptual metaphors
are not sufficient for the production of linguistic metaphors and figurative language, due
to the fact that a given figurative utterance typically only makes apparent a single source
domain. This observation raises doubts not only about the conceptual structuring process
it posits, but also about the methods one employs in inferring the existence of conceptual
metaphors from the analysis of figurative language. In light of this observation, | propose
a theoretical work-around that seeks to solve this puzzle, but ultimately conclude that,
even with the plausible supplementary theory, CMT does not escape the main theoretical

and methodological issues brought to light. The suggested enrichment, therefore, fails.
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In addition, | present an argument which exposes more clearly the
theoretical flaws in the foundational claims of CMT. The claims that justify the standard
method of analysing figurative language in uncovering conceptual metaphors are shown
to be problematic, thus leading to the conclusion that CMT, as it stands, is not an effective
tool with which to examine the structure of moral (or any other) concepts.

4.2.5 The Moral High Ground

As explained above, CMT is assumed to provide theorists with a means
of examining conceptual structure through the study of metaphor. In order to test this
foundational assumption, and the effectiveness of CMT in uncovering the conceptual
structure of morauity, | will proceed, now, to show how a CMT-based investigation into the
domain moraLiTy might look, by incorporating data from previous studies and original
examples, before elucidating how such an analysis is unsatisfactory.

There are several existing analyses of moral metaphor (Johnson, 1993;
Lakoff, 1996b; Lakoff & Johnson, 1980). In the following sections | will attempt, as the
aforementioned authors have done, an analysis of figurative utterances which are
assumed by CMT theorists to expose the main conceptual metaphors which structure the
abstract domain moraLTy.

The first analysis of metaphor in moral discourse undertaken by Lakoff
and Johnson (1980) showed wmoraLy as being structured by the domain of vermicaL
oRIENTATION. This orientational metaphor structures morality in such a way as to map the
moral concepts rieHT and wrong With up and pown, respectively. Lakoff and Johnson
originally called this particular mapping virtue is up; pepraviTy 1s bown (1980):and presented the

following linguistic data as evidence for this mapping:

VIRTUE IS UP; DEPRAVITY IS DOWN

He is high-minded.

She has high standards.

She is upright.
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She is an upstanding citizen.

That was a low trick.

Don't be underhanded.

| wouldn't stoop to that.

That would be beneath me.

He fell into the abyss of depravity.

That was a low-down thing to do. (Lakoff & Johnson, 1980)

The vertical orientation metaphor shown here does, indeed, seem to be

widespread and consistent throughout English moral discourse. In order to show how

prevalent this way of speaking is in English, here are some further examples of the same

mapping which | will call ‘voraLITY is VERTICAL ORIENTATION, @S this represents the most schematic

level of this mapping:

MORALITY IS VERTICAL ORIENTATION

(1) You have (can claim) the moral high ground.

(2) That was morally base.

(3) He has hit rock bottom.

(4) You have gone down in my expectations.

(5) Don't lower the tone.

(6) Heis the lowest of the low.
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(7) You're on a slippery slope.

(8) I'won't take the fall for you.

(9) I'm between the devil and the deep blue sea.

(10) I would never sink so low/to such depths.

(11) Lower than a snake’s belly!

Linguistic metaphors, such as the ones shown above, appear to make
apparent the general (or schematic) level mapping of the source domain verTiCAL ORIENTATION
with the target domain moraLiTy, Which gives rise to the more specific conceptual metaphors
riGHT I1s uP and wrona 1s bown. In English, we can see that moral virtue is often spoken of in
terms of upwards direction, movement or high places, and, conversely, moral vice is
expressed in terms of down, low or under (Orientational metaphors for moraLTy are also
observed in Chinese as shown by Yu (2016)).

This link between verticaL orienTaTION @and moraLiTY IS also observed in Judaeo-
Christian cosmology. In Christianity, the fall of man, which describes the transition of
humankind from an innocent and virtuous state to one of guilt and sin, is perhaps an
exemplary case of this metaphor in religious culture. Moreover, in religious traditions
generally, one very often sees depictions of heaven as above and hell as below,
correlating, of course, with the richT Is up; wronG Is bown mapping (Jones, 2019).

| am, here, starting to undertake a traditional intuitive analysis of morauiTy
through the framework of CMT, whereby figurative language examples are compiled,
either intuitively or lexically, and it is inferred from them that a particular conceptual
structure exists in the mind of the speaker. Accordingly, the analysis above has seemingly
allowed us to discover the conceptual metaphor moraLTY s verTicAL ORIENTATION. IN the following
section, | will proceed to repeat this process with more examples in order to expose other

source domains which appear to structure the target moraLy.
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4.2.6 Doing the Dirty

As pervasive as speaking of moraLTy in terms of VERTICAL ORIENTATION IS iNn
English, it appears from a CMT-style analysis that morauiTy is not understood exclusively in
terms of verticaL oriEnTATION, DUt can also be expressed in other ways; that is, the target
domain wmorauiTy appears to be structured by more than just the single source domain
VERTICAL ORIENTATION.

Indeed, when looking at figurative language in moral discourse, many
other common mappings will become apparent to the CMT theorist. One among them is
MORALITY IS CLEANLINESS — Meaning we speak and conceive of riGHT a@s cLean and wroNG as DIRTY,
which has been noted previously by other theorists (Huangfu et al., 2021; Lizardo, 2012)
Below are some linguistic examples which, CMT theorists might claim, make this

conceptual metaphor explicit:

MORALITY IS CLEANLINESS

(12) She has clean hands.

(13) Heis Mr Clean!

(14) 1am going to make a clean breast of it.

(15) | have a clean conscience.

(16)  Wash your hands of it.

(17) They did the dirty on me.

(18) Don't get your hands dirty.

(19) They were playing dirty.
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(20) He dished the dirt.

As with the MORALITY Is VERTICAL ORIENTATION MeEtaphor, MORALITY IS CLEANLINESS IS also
assumed to be a common mapping made evident by a range of linguistic metaphors, as
shown by (12-20) and can be found to have a long history in English. The Thesaurus of
Traditional English Metaphors (Wilkinson, 2002), for instance, contains several entries of

figurative expressions which make manifest the same metaphorical mapping:

(21) Muddy springs will have muddy streams: The outcome of bad parentage or upbringing will also be

bad.

(22) Soft as shit and twice as nasty [sEng]: Applied by country folk to visitors from the cities, especially

those with loose morals.

(23) Mud-bath: Period of moral depravity.

(24) Folk often get a good meal out of a dirty dish: Unclean or immoral persons are nonetheless capable of

good deeds.

(25) Hethat falls in the dirt, the longer he lies the dirtier/fouler he is: An encouragement not to resign yourself

to a deplorable condition; clear yourself of slander quickly. (Wilkinson, 2002)

Assuming the truth of the foundational claims made by CMT, we might
well conclude that the examples of figurative language presented above are evidence for
a corresponding conceptual metaphor in the mind of the speaker; that due to the fact that
moral depravity (wrone) is spoken of in terms of dirtiness, and moral superiority (ricHT), in

terms of cleanliness, that our understanding of the source domain cteanLiness iS necessary
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to our understanding of the target domain wmoraLiry. Thus, we have, seemingly, exposed

another conceptual metaphor: MORALITY IS CLEANLINESS.
4.2.7 The Dark Side

As well as the above putative conceptual metaphors of morauTy Is VErRTICAL
ORIENTATION @Nnd MORALITY Is CLEANLINESS, another commonly discussed cross-domain mapping
is that of moraLiTy with sricHTNESs. This mapping gives rise to the specific metaphors right Is
LieHT and wrong 1s bark Which are easily found throughout moral discourse (Kévecses, 2010,

p. 21). And can be observed in the following phrases:

MORALITY IS BRIGHTNESS

(26) He has gone over to the dark side.

(27) Dark forces were at work.

(28) A Black-hearted man.

(29) He was plagued by dark thoughts.

(30) A shady character.

(31) As black as the ace of spades.

(32) I'was lost in darkness, but now | have seen the light.

(33) They tried to whitewash their actions.

(34) She saw the light.

(35) A white lie.
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(36) She was whiter than white.

Again, we have found a conceptual metaphor: MORALITY IS BRIGHTNESS,
4.2.8 Paying the Price
Another frequently discussed metaphor in relation to morality is that of
economic transactions (Johnson, 1993; Kovecses, 2010; Lakoff, 1996b; Lakoff & Johnson,
1980). This is normally called the ‘moral accounting’ metaphor. Mark Johnson explains it

as follows:

[1In the moral domain we understand our actions metaphorically as commodities exchanged, and we expect
their (metaphorical) values to balance out in the end. If | perform good acts, | build up a form of moral credit. If
I harm you, then you deserve a certain restitution or payback that balances out the harm done. (Johnson, 1993,
p. 45)
| will refer to this mapping as mMoraLITY is FAIR TRANSACTION @nd, in doing so, | am
referring to the most schematic form of the accounting metaphor whereby it encompasses
all value-based moral metaphors. This is because the moral accounting metaphor

appears to be fairly complex and includes several distinct, but genetically related,

concepts, as Lakoff explains:

The general metaphor of Moral Accounting is realized in a small number of basic moral schemes: reciprocation,

retribution, restitution, revenge, altruism, and others. Each of these moral schemes is defined using the

metaphor of Moral Accounting [.] (Lakoff, 1996a)

Some examples of how this mapping is made manifest in language are shown below:

MORALITY IS FAIR TRANSACTION



(38)

(39)

(41)

(42)

TRANSACTION.

| owe you

You will pay for what you did

I am in your debt

Is the punishment worth it?

Imprisonment is a high price to pay

The scales of justice

One good turn deserves another

Two wrongs don’t make a right

46

And there we have it, another conceptual metaphor: moraLTY Is FAR

4.2.9 Deplorable Acts

In spite of the above being an interesting record of figurative language in

moral discourse, and the previous work on moral metaphors apparently allowing for a

deeper understanding of the way in which moraLiTy is conceptually structured, the work

above is significant for what it is lacking.

CMT-based accounts of moral concepts have failed to draw an explicit

connection between emotion and morality, which, as | have shown in (Section 4.1), is

clearly there (even if the exact nature of that connection is disputed). There is much

reason, then, as | have argued, to suspect that emotion plays an intrinsic, and potentially

necessary, role in our understanding of morauty and so it might be seen as a failure of

previous analyses (or indeed CMT as a framework) that a ‘moraLity 1s evotion' conceptual

metaphor has not been ‘discovered’.
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This putative metaphor of moraLiTy 1s emoTion @appears to be absent from the
CMT literature. Zoltan Kdvecses tangentially mentions an apparent connection between
morality and emotion in reference to the A'ara people of the Solomon Islands (Kovecses,
1990) and also observes how morality and emotion can be conceptualized in terms of
force (2000). Here, Kdvecses points out the differences and similarities between the
EMOTION AS FORCE @nd MORALITY AS RESISTING A PHYSICAL FOrRcE metaphor, but does not speak of a
MORALITY IS EMOTION metaphor (Koli/ecses, 2000). The closest Kovecses comes to explicitly
formulating this metaphor is in his book Where Metaphors Come From: Reconsidering

Context in Metaphor (2015), where he claims:

If we examine the content of the idealized cognitive models associated with emotion or other emotion concepts,
we find that they greatly overlap with Harré’s rules of emotion. According to Harré (1994), in the course of the
appropriate use of emotion words in different cultures people observe certain “local rules.” The rules are of four
kinds, “classified by reference to what is criterial for their correct usage”: (a) “appropriate bodily feelings,” (b)
“distinctive bodily displays,” (c) “cognitive judgments,” and (d) “moral judgments” and the “social acts”

corresponding to them (p. 7). (Kévecses, 2015)

Although Kovecses makes a vague connection between emotion and
MORALITY, @ conceptual metaphor connecting the two is not explicitly formulated. Given the
psychological data confirming the connection between morality and emotion, one would
expect the moraLTy 1s EMoTION Metaphor to be a psychologically real and extremely salient
cross-domain mapping. The fact that this connection has largely gone unnoticed casts
doubt on the effectiveness of CMT in analysing the structure of morauy, or, indeed, any
concept.

This failure might, | conjecture, be down to the fact that morauiy is EmoTiON
metaphors are easily overlooked, or interpreted wrongly; let's take an example from

Lakoff. In Lakoff's (1996) analysis, he places moraLTy as a target which has cLeaniiness as its
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source and gives the example of ‘that was a disgusting thing to do’ (Lakoff, 1996a, p. 92)
as evidence for this mapping. However, although, as noted above, the mapping between
the two domains appears to exist, | believe this particular analysis to be mistaken. In
Lakoff's example, we see the conflation, | claim, of two separate source domains: emotion
and cLeanuiness. This is due to the word ‘disgusting’, in reference to cleanliness, is already
metaphorical. In saying that something dirty is ‘disgusting’ (it causes disgust), we are
firmly in the domain of emoTion.

The concept oiscusting belongs properly to the domain of emorion, but is
applied to cLeanuness insofar as dirty or rotten things can induce disgust — an emotional
response —in the observer. This emotional concept can, therefore, be applied to the target
of cLeanLiness. Hence, an utterance such as ‘the floor is disgusting’ meaning ‘the floor is
dirty’ is, in fact, figurative language. Therefore, the correct analysis of the moral utterance
‘that was a disgusting thing to do’ should be that it makes evident the conceptual
metaphor of MoraLITY Is EMoTiON @and not moraLITY 1s cLeanLiNess. This conflation, however, flies very
easily under the radar as the connection between the two concepts pirry and pisGusTING IS
embodied, with disgust being an emotion-dispositional concept (see Section 4.1).

There are, indeed, figurative utterances which, seemingly, make the

MORALITY IS EMOTION Mapping manifest:

MORALITY IS EMOTION

(45) Their actions were disgusting.

(46) They committed truly heinous acts.

(47) His crimes were disturbing.

(48) Sheis contemptible.

(49) They were kept in deplorable conditions
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(50) Knowledge of the abhorrent/repulsive acts made me sick to the stomach.

(51) You make me sick/repel me!

(52) His conduct was despicable.

(53) It was a crime of passion.

(54) That was shameful.

(55) | have a guilty conscience.

The above examples, a CMT theorist might claim, show the conceptual
mapping between emotion and wmoraLity. Interestingly, the moral metaphors above appear
to track different facets of emotional reactions such as physiological responses, as in ‘you
make me sick’, and psychological affective components from both self-blame and other-
blame perspectives as with ‘his conduct was despicable’, which | have explicated in
Section 4.1°.

It should also be noted that it is often the case that employing emotional
terms in moral discourse is necessary for conveying the perceived severity of people’s
actions. For instance, ‘It was a dirty trick’ or ‘It was underhanded’ are not as powerful as
‘It was a despicable crime’. When describing extremely immoral acts, emotional terms are
sometimes the most appropriate. When describing the torture that occurred in Nazi death
camps, for example, it is not enough to say that such actions were ‘base’, ‘dirty’, ‘bad’ or
even ‘wrong’ — these adjectives simply do not capture the full extent of the immoral
behavior. Using terms such as ‘heinous’, ‘deplorable’ or ‘disqusting’ are necessary to
convey the true level of the moral transgression in such cases.

It appears, then, that in English a wide range of emotional adjectives such

as heinous, despicable, deplorable, abhorrent, appalling, awful, disgusting, loathsome,

® See Bartlett (2020) for discussion.
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obscene, odious, repulsive, shocking and sickening are commonly used in place of moral
adjectives7, and, in being so used, appear to be metaphoricals. Such terms, therefore,
may be understood as representing the conceptual metaphor of MoraLITY Is EMOTION, a cMT
theorist might claim.

It is problematic, then, that CMT has not found this link and hints at its
inadequacy as a framework, especially when the link between emotional and moral
thinking has been extremely well documented in the psychological and neurological
literature. It should lead CMT theorists to ask: Why? It might be due, simply, to the fact
that no one has picked up on this kind of language before; or it might be because the
method of picking out figurative utterances is particularly dependent on the theorist’'s pre-
conceived notions of morality (bias), or even that the method employed is unreliable for
some reason, such as it relying on a shaky or open-to-interpretation distinction between
literal and figurative utterances i.e. should such words as ‘shameful’ or ‘deplorable’, when
used to express moral indignation, be considered as literal or ﬂgurative?9

4.2.10 The Problem of Divergent Source Domains

Putting the failure to find the morauTY I1s EMoTiION Metaphor aside, we are now
faced, in light of the above, with the task of making sense of the fact that multiple source
domains can structure the same target domain. This, | claim, is problematic for CMT
because it raises the issue of how this is possible, given the foundational assumptions of
the theory. It is vital that this issue is resolved, as it potentially undermines the claim that
abstract target domains are necessarily structured by concrete source domains; that the
target concept is necessarily understood in terms of the source concept.

The problem can be stated by way of an example: Above we have inferred
from linguistic metaphors such as ‘| would never sink that low the existence of the
conceptual metaphor moraLTy is verTicAL oriENTATION. Similarly, we have also concluded, from

phrases such as ‘He did the dirty’, another conceptual metaphor: MORALITY Is CLEANLINESS.

" The Corpus of Contemporary American English shows ‘disgusting’ appearing in clearly moral contexts in 30 of the first
50 entries (Davies, 2008).
¢ Although this not clear, as | will discuss in the following sections.

*This is a point to which | will return below.
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Hence, it appears that morauity is mapped with, among others, these two divergent source
domains i.e. verticAL ORENTATION a@nd cLeanLiNess. This means, from the perspective of CMT,
that both source domains are necessary for the structuring and understanding of moraLiTy;
that is, we cannot grasp morauity without them.

Now, we could ask the question: When a speaker utters the phrase ‘|
would never sink that low’ in a particular instance, are they only conceptualizing morauiTy
as VERTICAL ORENTATION (@ single source-target mapping) in that instance? If this is the case,
then cLeanuiness, and other source domains, are not necessary for the understanding, or
structuring of moraLiTy. However, if it is suggested, on the other hand, that the speaker, in
this instance, is conceptualizing wmorauty in terms of both vermcauty and cLEANLINESS
simultaneously — which is what needs to be the case in order to save CMT's claim of
necessary conceptual structuring — another troubling question arises: Why, in that
instance, did the speaker use a metaphor which only made visible one of the two
necessary source domains?

In light of this observation, the CMT theorist is faced with a dilemma: Either
it is the case that not all source domains are conceptually necessary to the structure of
the target, or it is the case that source domains are all conceptually necessary, but are
not sufficient for the production of figurative utterances. If the first horn of this dilemma is
true, CMT’s conceptual claim is defeated, and if the second horn is true, the standard
methodology of inferring conceptual metaphors from linguistic metaphors and figurative
language (as demonstrated above) is ineffective, as in order to validly infer the existence
of a conceptual metaphor from the presence of a linguistic metaphor, the former must be
necessary and sufficient for the latter .

| claim that a possible way out of this dilemma is to hold onto the
conceptual claim and try to explain how an isolated figurative utterance, appearing to
show conceptual structuring from only one source domain on the surface, in fact, carries

the semantic and conceptual content from all source domains simultaneously. | posit that

" The issue of necessary and sufficient conditions is a serious problem for CMT; one to which | will return in the

following section.
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this would need to be done by postulating a conceptual relation between all divergent
source domains which map onto a given target; such that a single metaphorical utterance
carries all the conceptual/semantic weight of all necessary source domains, which | will
precede to elucidate. However, | will ultimately conclude that although the proposed
theoretical enrichment of CMT avoids the problem of multiple source domains, it does not
get away from the second horn of the dilemma: that conceptual metaphors are not
sufficient for linguistic metaphors.
4.2.11 Building Conceptual Layers

From the above CMT-style analysis of moral language, the target domain
MORALITY appears to be structured by the divergent source domains of VERTICALITY, CLEANLINESS,
BRIGHTNESS, FAIR TRANSACTION @nd emorion. In light of this observation, | have claimed that CMT is
faced with the problem of explaining the necessity of divergent source domains which are
found to be structuring a single target. This is not a new observation and has been
discussed before in the literature as the phenomenon of scope (Kovecses, 1995).
Conceptual domains are said to have varying degrees of scope. The scope of a domain
is said to be ‘wide’ if the domain can be used as a source domain for a multitude of targets.
Having a wider scope means, therefore, that a domain is conceptually simple, and it is
this simplicity that means it can be used more generally to structure a diverse range of
abstract concepts. Domains that are highly abstract are predicted to have a narrower
scope and will be found as source domains for relatively few targets.

4.2.12 The Scope of Metaphor

Zoltan Kovecses presents an analysis of the concept rrienpsHip in American
culture and, through analysis of linguistic metaphors, finds that there are several divergent
source domains used to structure the target of rrienoshie. Kbvecses claims there are no
source domains that exclusively structure rrienosHiP as they can act as source domains for
other targets. In order to make sense of this, Kévecses first introduces the concept of
‘scope’ into the vocabulary of Conceptual Metaphor Theory. He makes the observation
that some conceptual domains make use of a variety of linguistic metaphors suggesting
that they have several divergent source domains and vice versa. As Kovecses explains,

‘this paper raises the issue of the generality of the application of particular source domains
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to particular target domains and suggests a new, theoretically useful notion for this
purpose: that of the "scope of metaphor” (Kovecses, 1995). Kdvecses shows, using the
case of rrienpsHiP, that source domains come together to form underlying metaphor systems
and suggests that the metaphorical conceptualization of rrienosHiP is determined by the
links between all domains involved in the metaphor system.

Understanding that conceptual domains exhibit varying degrees of scope
appears intuitive, and indeed provides us with a rough answer to the question of why
certain domains can be found to structure multiple target domains.

As useful as this notion is, the problem we are faced with here is the
inverse. That is to say, the problem unearthed from the analysis of moraLTY presented
above is not how each source domain can be applied to several targets, but how a single
target can be mapped with multiple sources. We could, using the notion of scope, argue
that the highly abstract domain moraurty is structured by several source domains of wider
scope and that these source domains sit in a hierarchical multi-layer mapping, the order
of which is determined by the scope of each domain in the mapping. However, | claim
that for CMT to be able to adequately account for the phenomenon of multiple source
domains, an abstract domain such as wmorauTy Which is mapped with, and therefore
conceptually structured by multiple sources, there must exist a conceptual relationship
between each source domain; such that, if a target domain x is mapped with source
domains y and z, there must also be a conceptual relationship held between y and z.

If conceptual metaphors arise in virtue of there being a structural or
conceptual similarity between source and target, then in being able to map the same
target, it is not implausible that the divergent source domains could also be conceptually
similar to each other in some non-trivial way. If such a relationship can be shown to exist,
it will be possible to construct a hierarchically organized multi-layer mapping which
includes all source domains to a single target.

To give a brief example, the concept sook is not comprehendible unless

we already understand rarer. It is also a pre-requisite for understanding soox that we know
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the concept ossect, which is also, of course, needed to understand paper. Book therefore is
a concept dependent upon the logically prior concepts ossect and paper.

My claim is that if understanding ossect and rarer are conceptual pre-
requisites for understanding sook, that osiect and paper must also bear some conceptual
relation to each other — and, of course, they do. We must, first of all, understand osJect in
order to understand parer and grasping rareris necessary to comprehending sook. Hence,
we have a chain of concepts osiect = parer = Book Which are dependent upon each other
and sit together in a hierarchical order, with osiect being the most superordinate and
logically prior concept.

With this example in-hand, | will attempt, in the following paragraphs, to
show how an analogous conceptual structure could be shown for the abstract target
domain wmorauity. The theoretical construct of the multi-layer mapping might help CMT to
overcome the problem posed by multiple source domains, in showing that all source
domains are necessary for the structuring of the target.

If this can be shown, it will allow CMT theorists to plausibly claim that all
divergent source domains are necessary to the conceptual structure of the target, insofar
as understanding the target logically implies all necessary source domains. If this cannot
be shown, it is difficult to see on what basis CMT theorists can claim that all divergent
source domains are necessary to the target, which is the cornerstone of the theory.

4.1.13 From the Ground Up

Having already made explicit the divergent source domains which
apparently structure moraLITY, SUCh @S VERTICAL ORIENTATION and CLEANLINESS, W& Can now,
following my above suggestion, proceed to analyse the source domains in respect to each
other so that we might see if a source-target relationship holds between them.

If we do this in the same fashion as above, by looking at conventional
metaphors, it would appear that the domain of cLeanuiness is already mapped with verticat
ORIENTATION. VERTICAL ORIENTATION A@Cts as a source domain for cLeanuiness, with pirty @s bown and
cLean as up. This mapping is shown in phrases such as ‘get down and dirty’ ‘clean up’ and

‘you scrub up well’. This specific mapping might also be well-grounded in experience as
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the floor is a prominent source of dirt and, consequently, keeping ourselves and our
possessions off the ground is routinely done in avoidance of getting dirty which means
the conceptual link between vermicaluity and cLeanuiness is often reinforced, making the
connection a salient one. As Zoltan Kovecses explains ‘Our experiences with the physical
world serve as a natural and logical foundation for the comprehension of more abstract
domains’ (Kovecses, 2010). Such claims express a version of the embedded embodiment
hypothesisw1 (outlined above) which has multiple interpretations throughout cognitive
science and indeed within the field of Cognitive Linguistics (Rohrer, 2010). In CMT itself,

‘embodiment’ has been cashed out in three separate ways, as is noted by Kovecses:

As Lakoff and Johnson observe, we have three ways in which simple, or primary, metaphors are embodied: (1)
as we just saw, the correlations are embodied in our neuroanatomy; (2) the source domains arise from the
experiences of the human body; and (3) we repeatedly experience in the world situations in which source and

target domains are connected. (Kovecses, 2010, p. 244)

In this case, the link between verticaL orienTaTiION @nd cLEANLINESS can be said
to be embodied in the third sense mentioned above; there is a repeated experiential link
between the two domains as the earth and soil beneath our feet is dirty and dust naturally
gathers in physically low places. It is, then, in virtue of there being a constantly
experienced link between the two domains that a conceptual link between verticaL
oREENTATION and cLeanLiness IS constantly reinforced, making it particularly salient and
embodied.

To recapitulate, we have seen that morauty is mapped with, and
subordinate to, both verticaL orienTaTION @nd cLeanLiness meaning that if morauiTy is the target
domain, both verticaL oriENTATION @nd cLEANLINESS are necessary source domains. | have also

claimed that in order to account for the possibility of a single target being structured by

" Lawrence Shapiro gives an excelled critical overview of the embodiment hypothesis and how it is used in various

areas of cognitive science in Embodied Cognition (Shapiro, 2011).
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multiple source domains, the CMT theorist would need to hypothesize a link between all
source domains of a given target. In order to show how this might be shown within the
framework of CMT, | have briefly analyzed verticaL oriENTATION @nd CLEANLINESS iN respect to
each other which has made clear a link between these two domains showing how
CLEANLINESS 1S conceived of in terms of vermicauty. So, what about the other source domains
which we have found to be structuring moraLiTy?
4.1.14 A One-Way Relationship

With this initial rough analysis oOf VERTICAL ORIENTATION, CLEANLINESS @Nd MORALITY, |
have started to sketch out a hypothesized conceptualization process which could be
called conceptual layering. In order to give a more logical and conceptually precise
understanding of the conceptual relations that hold between all domains which structure
a single target, we can start by introducing some organizational principles.

Firstly, all source domains must be superordinate to the target; that is,
they are conceptually prior to, and, therefore, give structure to, the target domain. Each
superordinate domain brings its unique conceptual material to the target domain. We can

state this formally as follows:

The Principle of Superordinacy (PS):

For a domain x to be superordinate to y, x must have y within its scope,
such that if x is a superordinate domain to y, it will be possible to understand y in terms of
X, but not vice versa.

This principle restates fundamental assumptions already made by CMT
(directionality) and it should be seen as applying to all divergent source domains to
moraLiTy. That is to say, if a target can be understood in terms of more than one source
domain, all those source domains must also be conceptually compatible with each other
in the way stated by PS.

It could be proposed, then, that all source domains of a particular target
sit together as constituents of a well-formed hierarchical structure, which could be called
a multi-layer mapping, and that the order of constituent domains in such a multi-layer

mapping would be determined by PS. We can explicate this as it relates to our current
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example as follows: the abstract source domain moraLity is mapped with (understandable
in terms of both) verticaL oriEnTaTION @nd cLeanLINESS, @S we have already established. It has
further been shown that cLeanuiness is also plausibly mapped with verticaL orienTATION iN SUCH
a way as to suggest that verricaL orienTaTION iS @ superordinate (conceptually prior) to both
CLEANLINESS and MORALITY. VERTICAL ORIENTATION, CLEANLINESS and wmorauty are, therefore, linked

together in a logically structured way forming a multi-layer mapping as follows:

Multi-layer Domain Mapping

VERTICAL ORIENTATION = CLEANLINESS = MORALITY

Corresponding Concepts Within Domains

UP = CLEAN = RIGHT (Positive)

DOWN = DIRTY = WRONG (Negative)

The most concrete conceptual domains are not mapped onto any lower-
level domains; they can be understood purely without the need for conceptual structuring
from a further superordinate domain. In my above notation, then, the left-most concept
VERTICAL ORENTATION In the mapping denotes a maximally concrete, or maximally
superordinate source domain and is the first level of this three-domain mapping. The
subsequent levels can be read off from left to right and the final concept represents the
target domain. So, in the above multi-level mapping, verticauty is the first-level domain,
cLEANLINESS IS the second-level domain and wmorauty is the target.

All constituent domains of a given multi-layer mapping will, therefore, be
a subordinate of all higher domains and a superordinate of all lower domains in a given
mapping. We thus expect to see a well-formed hierarchy of conceptual domains
structuring a target at graded levels of abstractness.

Table 1 below, shows this hierarchy in relation to our ongoing example

which makes explicit the mappings between domains and gives example concepts from
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each domain. Hence, we can understand the multi-layer mapping of morauiy, thus far, as

shown below:

Table 1: Multi-layer Mapping of MORALITY (Three Levels)

Level Domain Concept Metaphorical Mapping
Source VERT. ORIENT. UP (UP)

Second CLEANLINESS  CLEAN (CLEAN IS UP)

Target MORALITY RIGHT (RIGHT IS CLEAN+UP)

Notice that in the ricHT I1s cLean metaphorical mapping, ue is implicitly
preserved (although it is not explicitly apparent on the surface) insofar as cLean is already
structured by ue. There is, then, a conceptual-semantic permeation from each constituent
domain retained through every one of its subordinate domains which goes through to the

target. The target, thus, is necessarily structured by all divergent source domains.
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4.1.15 Directionality

As outlined above, the relation between layers in a multi-layer mapping is
asymmetrical; concepts in subordinate domains can draw conceptual structure from any
superordinate domain in a particular mapping, but not vice versa. The hierarchy,
therefore, preserves what is referred to as directionality in the CMT literature. The
phenomenon of directionality was observed by Lakoff and Johnson in their original work
on metaphor (1980):

First, we have suggested that there is directionality in metaphor, that is,
we understand one concept in terms of another. Specifically, we tend to structure the less
concrete and inherently vaguer concepts (like those for emotions) in terms of more
concrete concepts which are more clearly delineated in our experience.
(Lakoff and Johnson, 1980)

To illustrate this with concepts from our current example, this means that
RIGHT can be understood in terms of up or cLean, however cLean and up cannot be understood
in terms of richT as it would represent a reverse mapping from an abstract subordinate
domain to a more concrete superordinate one. Thus, conceptual mapping is unidirectional
and represents an asymmetrical relationship.

We can understand directionality as a governing principle to guide our
analysis of abstract concepts. The principle of directionality allows us to (1) analyse the
degree of abstraction of various concepts within a certain multi-layered mapping, (2)
identify constituent domains of a given multi-layered mapping, and (3) expose the
hierarchy of a certain multi-layer mapping. In order to do this, we can consider the

following question which tests the relation held between two domains x and y:

Test 1: Is it possible to understand x in terms of y?
If the answer is affirmative, then x is the subordinate (and more abstract)
concept; if the answer is negative, y is the subordinate concept — or they have no relevant

relationship.



60

Applying this to our current example, we can ask: is it possible to
understand morauTy in terms of cLeantiness? — yes. Is it possible to understand morauiTy in
terms of verTicaL oRIENTATION? — yE€S. MORALITY MUSt, therefore, be a subordinate concept to both
cLeanLINESs and verTicAL orieNTATIoN. We can double check this inference in reverse: Is it
possible to understand verticaL orienTaTiON iN terms of moraLTY? — no. Is it possible to
understand cLeantiness in terms of moraLTY? — no. Hence, we can confirm that morauy is
subordinate to both verticaL orenTaTion @nd cLeanuiness. And, if we run the same test with
VERTICAL ORIENTATION @nd cLeanLiness, we will find that cLeanuiness is the subordinate concept of
VERTICAL ORIENTATION, @S already noted above. This test can also be used to show a maximally
concrete or base level domain, as it will be impossible to think of such a domain in terms

of any other. Hence, we have a conceptual hierarchy as shown in Figure 1.

Multi-Layer Mapping for MORALITY

Superordinate Domains (Source)

Positive Concepts MNegative Concepts

{(UP) ———{-—------ VERTICAL ORIENTATION - ——-. (DOWN)
(CLEAN) ——-q--vomee CLEANLINESS ---- (DIRTY)
(RIGHT) ----- mm———e MORALITY - [WRONG)

Subordinate Domains (Target)

FIGURE 1 Three-level Multi-layer Mapping for MORALITY

4.2.16 Constituents of Multi-Level Mappings
| have shown how the conceptual domain of morauTy is understood in terms
of two superordinate mappings of verticaL orienTaTiON @nd cLeantiness. Thus, we have a three-

layer mapping of MoRALITY=> CLEANLINESS = VERTICAL ORIENTATION. But, does this work with all
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domains found to be structuring morauty? In order for the current proposed analysis to
work for CMT, all apparent source domains of moraLiTy exposed in the analysis above (plus
other which are yet to be found) would need to be proper constituents of the multi-layer
mapping. Constituents can be characterized in the following manner:

The principle of Constituency (PC)

A domain x is a constituent of any multi-layer mapping if and only if x
bears a relationship to every other constituent domain in the mapping such that it is either
superordinate or subordinate of that domain.

In line with the above principles (PS & PC), it will be possible to use Test
1 to look at other putative constituents of the moraLry mapping and determine their order
within the multi-layer mapping.

4.2.17 Doing Good

Before running the proposed test on the source domains already
uncovered above, let us look, first, at the domain wert from which general terms of
approval and disapproval, coop and sap, emanate. This constituent is so obvious as to be
trivial, but meriT is indeed a constituent domain of, and not merely the same as, mMoraLITY, as
verT has a much wider application which extends to things outside of the moral domain,
such as ‘good food’ or ‘bad idea’.

Following the above principles, an analysis shows wmerT to be a
superordinate domain to both moraLITY and cLEANLINESS, DUt NOt tO verTIcAL ORENTATION. It iS,
however, subordinate to, and understandable in terms of, verticaL orRiENTATION. MERIT IS Vertically
oriented with coop as ur and sap as pown. This metaphor has been known for some time
(Lakoff & Johnson, 1980) and has gathered much empirical support in recent years
(Gottwald et al., 2015) supporting the hypothesis that the link to also be a well-entrenched
and embodied one. Hence, it can be said to be a constituent of the multi-level mapping
MoraLITY @and sits as the second layer in the mapping: VERTICAL ORIENTATION = MERIT = CLEANLINESS
- moraLITY. This analysis can be run on all other putative constituent source domains which

were found through the prior CMT-based analysis above.
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When analysing the next contender, sricHTnEss, it becomes apparent that it
is indeed a constituent and sits within the hierarchy as follows: VERTICAL ORIENTATION = BRIGHTNESS
—> MERIT = CLEANLINESS = MORALITY. BRIGHTNESS IS @ subordinate domain o VERTICAL ORIENTATION @S LIGHT
and park can be understood in terms of ur and pown, respectively, and this is another very
salient link due to its experiential grounding in the natural world. The sky above is, of
course, our main source of natural light and all earthly organisms have evolved in this
environment where light comes from above. Our bodies have been moulded by evolution,
adapting to deal with such physical phenomena. Our brow shields us from overhead light
and does not offer the same protection from low light sources, for example. This link is
also observed in expressions such as ‘the darkness fell’, ‘we waited for nightfall and ‘the
sky has brightened up’.

The next domain in the mapping, Merm, is a subordinate to BriGHTNESS: GooD
Is LieHT and sap 1s park (‘a bright future/dark past’, ‘light at the end of the tunnel’, ‘his
reputation was tarnished’. sricHTNESS IS also a superordinate of cLeanLiNEss &S is evidenced
by such phrases as ‘it was clean and shiny’ and ‘his feet were black!” such a link is also
made salient and reinforced through experience. Thus, we find sricHTNess situated in the
mapping as follows: VERTICAL ORIENTATION = BRIGHTNESS = MERIT = CLEANLINESS = MORALITY.

When coming to the domain of rair TransacTioN, it is difficult to see how it fits
into the mapping. This may be to do with the fact that this metaphor, as already noted, is
formulated at its most schematic and, therefore, includes many varied interactions. In
order to make this domain it it could be construed as auantitv. This can be observed in
the phrases ‘morally bankrupt and ‘moral values’. auanmity is understood in terms of verTicaL
oriENTATION and is a subordinate to sricHTNESS, @S BRiGHTNESS IS understood in terms of
abundance of, or lack of, light. After reflection, it becomes clear that each other constituent
domain of moraLTy also relates to auantiry. We find that auanmity is subordinate to verticat
ORIENTATION With mMoRe as up and Less as pown and superordinate to BRIGHTNESS, MERIT, CLEANLINESS,

and moraLiTy, as shown in Table 2.
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Level Domain Concept Metaphorical Mapping

Source VERT. ORIEN. UP (UP)

Second QUANTITY MORE (UP IS MORE)

Third BRIGHTNESS  LIGHT (LIGHT IS MORE+UP)

Fourth MERIT GOOD (GOOD IS LIGHT+MORE+UP)

Fifth CLEANLINESS CLEAN (CLEAN IS GOOD+ LIGHT+MORE+UP)
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Target

MORALITY

RIGHT

(RIGHT IS

CLEAN+GOOD+LIGHT+MORE+UP)

As above, we can apply our analysis to the domain of emorion in order to

find its place within the mapping for morauty. It is, as already noted, superordinate of

MoraLITY @s it is clearly evident in linguistic metaphors. cLeanuiness, is understood in terms of

emotion as with ‘the floor was disgusting’ making emotion @ superordinate Of cLEANLINESS.

emoTIoN iS @ subordinate to merT and verTicaL orenTATION &S it can be understood in terms of

MERT as is evidenced by ‘| feel good/bad’, and verticaL oriENTATION @S shown by ‘feeling

up/down’, meaning that emorion sits between cLeanuiness and meriT in the mapping, as shown

in Table 3 and Table 4 which give multi-layer mappings and examples of both positive

and negative concepts.

Table 3 Multi-layer Mapping of MORALITY (Eight Levels with Positive Concepts)

Level Domain Concept Metaphorical Mapping

Source VERT. UP (UP)

Second QUANTITY MORE (UP IS MORE)

Third BRIGHTNESS LIGHT (LIGHT IS MORE+UP)

Fourth MERIT GOOD (GOOD IS LIGHT+MORE+UP)

Fifth EMOTION COMPASSION (COMPASSION IS GOOD+ LIGHT+MORE+UP)
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Sixth CLEANLINESS CLEAN (CLEAN IS COMPASSION+GOOD+LIGHT+MORE+UP)
Target MORALITY RIGHT (RIGHT IS CLEAN+COMPASSION+GOOD+LIGHT+MORE+UP)
Next Level HOLINESS HOLY (HOLY IS

RIGHT+CLEAN+COMPASSION+GOOD+LIGHT+MORE+UP)

Table 4 Multi-layer Mapping of MORALITY (Eight Levels with Negative Concepts)

Level Domain Concept Metaphorical Mapping

Source VERT. DOWN (DOWN)

Second QUANTITY LESS (DOWN IS LESS)

Third BRIGHTNESS  DARK (DARK IS LESS+DOWN)
Fourth MERIT BAD (BAD IS DARK+LESS+DOWN)

Fifth EMOTION HATE (DISGUST IS BAD+DARK+LESS+DOWN
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Sixth CLEANLINESS  FILTH (DIRTY IS DISGUST+BAD+DARK+LESS+DOWN)

Target MORALITY WRONG (WRONG IS

DIRTY+DISGUST+BAD+DARK+LESS+DOWN)

Next Level ~HOLINESS EVIL (EVIL IS

WRONG+DIRTY+DISGUST+BAD+DARK+LESS+DOWN)

Tables 3 and 4 show the complete multi-layer mapping for moraury with
example concepts. The first row of each table shows the maximally concrete concept in
the mapping verticaLiTy which is a superordinate to all other domains in the mapping. The
domains in the proceeding rows appear in order of abstractness with evi being the most
abstract. In the last column | have given metaphorical mappings with example concepts
from each domain.

Viewed like this, we can clearly observe the unidirectionality of metaphor,
and the layering of concepts as domains become more abstract towards the bottom of
the table. The concept of richt, then, carries with it the combined conceptual material of
all superordinate concepts and, in being so constituted, is a concept with a high level of
abstraction — the combined influence of the superordinate domains could be claimed as
providing all the senses in which the concept of morally ricHT can be construed as each
domain provides conceptual-semantic material to the next subordinate domain while also
preserving the conceptual material from all previous domains, insofar as each concept is

necessarily structured by all superordinate concepts.
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The reader will also notice that | have included Houiness as a further domain
(tables 3 and 4). This, | believe, is an uncontroversial addition to the mapping and is used
to illustrate how wmoraLiTy itself could function as a superordinate domain to further
concepts. In accordance with the method of analysis proposed here, Houness can be
tested to show how it is a subordinate domain to all concepts in the mapping, allowing it
to be part of the mapping.

It appears from the preceding analysis that morauty is a conceptual
domain with a relatively high level of abstractness inasmuch as it is necessarily
understood in terms of several divergent source domains. Therefore, the conceptual
structure of moraLITY can be understood as VERTICALITY = QUANTITY = BRIGHTNESS = MERIT = EMOTION

—> CLEANLINESS = MORALITY @S shown in Figure 2.

Full Multi-Layer Mapping for MORALITY

Superordinate Domains (Source)

Positive Concepts Megative Concepts

L B VERTICAL ORIENTATION ---- (DOWN)
(MORE) ---24------- QUANTITY ---- (LEsS)
(LIGHT) ----lg--e-- BRIGHTNESS (DARK)
(GOOD) -=======-- MERIT """ (BAD)
(COMPASSION) ------ -- EMOTION -------- (DISGUST)
(CLEAN) ------- = CLEANLINESS T (DIRTY]
(RIGHT) oo L | (WRONG)

MORALITY
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FIGURE 2 Seven-level Multi-layer Mapping for MORALITY

4.2.18 Summary

In the preceding paragraphs, | have proposed and outlined a theory and
associated method of analysis which works within the framework of Conceptual Metaphor
Theory and aims at explicating why a given target domain might be observed as being
structured by multiple, seemingly unrelated, source domains. | have shown that the
multiple source domains which structure a single target domain, might all be conceptually
linked. | have given an analysis of conceptual domain layering which makes manifest the
multi-layer mappings of source domains beneath a given target, thus showing how
divergent constituent domains might be arranged hierarchically in multi-layer mappings
of the target. Such a structure would need to be logically organized such that, constituent
domains satisfied the relevant conditions mentioned above in order to be proper

constituents of a given mapping.

4.3 The Form of Moral Concepts

It should be evident from sections 4.1 and 4.2 that there is always a clear and
perceptible contrast between ricHr and wrone. That is to say, the concepts ricHT and wrong
appear to be binary opposites. This opposition, of course, is of fundamental importance
to our understanding of the domain morauity, from which they emanate, for they act as the
compass points by which we navigate the moral landscape. Thus far, however, | have
conceptrated on the structure of moral concepts which has meant largely treating riHt
and wrong as similar, but in drawing attention to their contrast, we might legitimately ask:
What is the nature of this contrasting relationship held between rigit and wrong?

Itis assumed, here, that in describing the same conceptual domain, richt and
wronG stand in a relation of binary opposition to each other and that the form, or character,
of this relation is part of their mental representation. That is to say, part of the mental
representation of the concept ricHr is that it stands in a particular relation to the concept
wronG and it is the way, or form, in which this relation is mentally represented that is the

subject matter of the foregoing investigation. This section, therefore, runs an analysis
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which aims to examine how the binary opposite relationship between ricHt and wrong is
mentally represented. To this aim, | pose the question:

What is the form of binary opposition held between the moral concepts rigHT
and wroNG?

| aim to answer this question by running an analysis of moral language which
focusses on the use of the antonym pair right/wrong. This method is grounded in the
assumption stated at the beginning of this thesis: that lexical items encode conceptual
form. It follows, if this assumption is true, that the lexical form a given word exhibits will be
reflective of the nature of the concept to which the word refers. The result of the analysis
shows how ricHT and wrong can be represented in two distinct ways viz. as mutually
exclusive, or gradable.

Itis assumed, then, as stated above, that there is a tight connection between
concepts and language; such that:

The form in which concepts are mentally represented will determine, to some
extent, the lexical and grammatical form of language.

Such a view, as Jones et al. (Steven. Jones et al., 2012) note, is foundational
to the field of Cognitive Linguistics. Such frameworks are based on the general

assumption that:

[M]eaning is grounded in how we as humans both perceive and understand the world around us. Meanings

of lexical items are dynamic and sensitive to contextual demands, rather than being fixed and stable, and

lexical items evoke meanings rather than have meanings. (Jones, et al, 2012)

A clear example of how this assumption can ground a particular study can
be seen in the work of Wisniewski and colleagues (Wisniewski et al., 2003), who, based
on this assumption, claim that ‘the grammatical distinction between count and mass nouns
is systematically related to a conceptual distinction between the referents of count and
mass nouns’ (Wisniewski et al., 2003). In their investigation into the conceptual basis of

count and mass nouns, they support the cognitive individuation hypothesis which states
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that ‘whether a person uses a count or a mass noun to refer to some aspect of reality
depends on whether they interpret the referent as an individual or as a non-individuated
entity’ (Wisniewski et al., 2003; Wisniewskia et al., 1996) . Although Wisniewski’s work
focusses on noun forms, it makes the same guiding assumption that linguistic form is
determined by conceptual form and, indeed, there is also empirical support for the
conceptual nature of adjectives (Charles et al., 1994; Steven. Jones et al., 2012; Murphy
& Andrew, 1993) .

Thus, | claim, in line with the above, that whether a speaker expresses a
particular kind of antonymic relation in referring to some aspect of reality depends on
whether they mentally represent the referents as mutually exclusive or gradable in nature.

The foregoing work, therefore, makes two foundational claims. The general:

(i) Lexical items, insofar as they semantically encode the meaning of a concept, reflect its conceptual

form in their linguistic functioning.

And, the specific:

(i)  Antonymic form reflects the conceptual form of binary opposite concepts.

These assumptions, underpin the approach taken in the current work and it
follows from (i) and (ii) that an analysis of the antonymic relation between moral adjectives
such as right/‘wrong, moral/immoral and ethical/unethical will allow us to probe the
conceptual nature of the corresponding moral concepts rigit and wrong, in virtue of the
fact that the former is a function of the latter.

Before presenting the analysis of moral adjectives, | will first give a brief
overview of previous work on antonymy and binary opposition, which acts as a historical
and conceptual background to the following study.

4.3.1 Lexical Relations

Much analysis of antonymy as a lexical relation has hitherto been

undertaken, most notably by Lyons (1977) and Cruse (Cruse, 1986) who have
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endeavoured to construct taxonomies of antonym types. Antonym types are varied and
include ‘gradable contrary antonyms’, ‘complementary antonyms’ and ‘directional
opposition’, plus additional subtypes such as ‘converse oppositional’ and ‘independent
reversive antonyms’12.

As well as documenting the various forms of antonymy, another
foundational aim of those working in lexical semantics has been to reach a precise
definition of what constitutes antonymy. Lynne Murphy (2003) points out that antonymy ‘is
arguably the archetypical lexical semantic relation’ and further notes:

If antonymy is the most robust of the semantic relations, one might argue
that it should be the most specifically defined. However, the relevant literature lacks
evidence for such specifics. (Murphy, 2003)

Although there is disagreement about how antonymy should be precisely
defined, the fruits of these endeavours provide a foundation upon which to build the
foregoing study.

Much work on antonymy asserts the importance of the lexico-semantic
relations between words or lexical units (Lyons, 1977), however some linguists have
stated that the antonymic relation is a purely lexical relation between word forms as
opposed to a semantic relation between meanings of words (Gross et al., 1989; Miller et
al., 1990).

There are strong and obvious counter examples which threaten the
soundness of such a claim. Take, for example, hot/cold which are normally considered to
be gradable antonyms (they exhibit a scalar relation). However, it is apparent that the pair
hot/cold can, in fact, be used as complementary antonyms (which exhibit a binary
either/or relation) in certain contexts. An instance of this can be observed when referring
to hot and cold taps in a sink. In this context, we might ask the question ‘is the hot or the
cold tap dripping?’ where hot/cold are clearly represented as complementary antonyms.

Such observations seem to point to the context-dependence, and possible conceptually-

" See Cruse (1986) and Lyons (1977) for detailed explanations of various antonym types.
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determined nature of antonym pairs, as well as the need for a more flexible interpretation
of antonymy which accounts for such non-standard uses.

| claim it is possible to understand the flexibility and context-dependence
of antonymic form by analysing the underlying concepts to which the antonyms refer. The
current work, then, will try to develop upon, and move beyond, previous analyses by
exploring and bridging the gap between lexical relations and human cognitive processes.
The aim is to understand how various forms of antonymy manifest in language as an
upshot of more general cognitive processes, and to show how this is evident in the use of
moral antonyms right/wrong.

4.3.2 The Conceptual Nature of Antonymy

The current work makes the foundational claim: that lexical relations arise
as a consequence of human conceptualization processes; such that, conceptual form
determines linguistic form. A cognitive view such as this can be adopted in order to
describe the differences in lexical categories and the relationships between words such
as antonyms, synonyms, hyponyms etc. as being a function of human psychology; that,
as has been mentioned above, the meanings and relations between lexical elements are
a function of the nature of the conceptual representations which those lexical items
connect with.

Carita Paradis’ Lexical items as Ontologies and Construals (LOC)
framework is a cognitive account of antonymy — or opposition. It describes the cognitive
processes involved in the construal of lexical relations. The cognitive process, Paradis
holds, starts with Ontfologies which form the basic conceptual material from which
linguistic meaning is made. Ontologies are of two kinds: Content and Configurational
Structures. Content structures consist of conceptual dimensions such as wert, and
properties within those dimensions such as coop and seauriruL, for instance. These content
structures are then formatted by the configurational structures such as pecree Or FREQUENCY
depending on the speaker's communicational intent. These Ontologies are subsequently

worked on by construal processes which are responsible for generating the final linguistic
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form. These construal processes are of four main kinds: Gestalt, Salience, Comparison
and Perspective.

Through LOC, antonymy is comprised of a content Ontology where a
single dimension e.g wveriT is divided into two opposing antonymic parts — this is part of our
natural conceptualization of a domain. This content can be further formatted by a
configurational structure of peeree which can then be processed by the construal of
comparison, giving rise to gradable antonymy in language. This framework has been
applied by other linguists in the analysis of antonyms (Jones et al, 2012) and indeed
seems effective in the analysis of adjectives which describe the kinds of physical
properties that can be clearly perceived through the senses such as hot/cold or on/off, as
detailed above.

As the LOC model shows, it is possible to reach an understanding of
antonymy as arising from, and determined by, the way in which human perceptual
systems encode sensory data and builds concepts (Acquaviva et al., 2020; Steven. Jones
etal., 2012; Murphy & Andrew, 1993; Paradis & Willners, 2011) . So, where does this leave
antonyms which describe non-physical or abstract conceptual domains such as morauTy?
In order to answer this question, an analysis of the moral antonyms right/wrong is
subsequently undertaken and it will become evident that right/wrong display an antonymic
relation which is vague and inconsistent; exhibiting great flexibility throughout moral
discourse.

This vagueness, | argue, can be explained, and is, in fact, to be expected
from the current cognitive perspective, as moral adjectives refer to abstract conceptual
properties which gives rise to antonymic vagueness. It appears that, unlike antonyms
referring to concrete phenomena such as on/off and hot/cold, the lexical status of moral
antonym pairs is ‘vague’ or difficult to discern. A variety of contexts show that the
antonymous pair right/wrong can be used and understood in various and non-uniform
ways in moral utterances. The following study will show that they can be observed
displaying inconsistent forms of antonymy which depend upon both the context of the

utterance and the pre-existing moral convictions of the speaker.
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4.3.3 Antonymic Form
In the present work, | focus on two divergent forms of antonymy (i)
gradable contrary antonyms, which are assumed to reflect gradable concepts and (ii)
complementary antonyms which are assumed to reflect mutually exclusive concepts. | will
explicate the nature of these conceptual relations in turn.
4.3.4 Gradable Antonyms and Gradable Concepts

Gradable contrary antonyms can be identified by the logical relation held
between a pair of words that are binary opposites. The logical entailments of gradable

antonyms can be shown formally as follows:

a=>"b

REE—0)

In gradable contraries such as hot/cold, for instance, the assertion of any
member of the pair entails the negation of the other member. For example, ‘the coffee is
hot’ entails that the coffee is not cold. However, the negation of one member does not
entail the assertion of the other member'°. The members of a pair of gradable contrary
antonyms each represent a point along a variable scale with an indefinite number of
intermediate points. Therefore, negating one of the pair rules out the negated term only,
leaving many other points on the scale available, including its opposite — the other
member of the antonym pair.

The nature of the antonymic relation which holds between a given
antonym pair, | claim, is determined by the way in which a concept is mentally
represented. The concepts reflected in gradable contrary adjectives are, therefore,
assumed to also be gradable in nature. In order to demonstrate this conceptual-lexical
relation, let us take the example of the pair hot/cold, which exhibit a gradable contrary

relation, picking out two opposed ends of a gradable temperature scale. Their status as

*° Although it has been argued that this may be pragmatically inferred (Brewer & Lichtenstein, 1975).
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gradable contrary antonyms is apt for describing the scalar nature of the temperaTURE
domain to which they apply. To give an everyday example, when we turn on the shower
in the morning, we might first turn on the hot tap and run our hands under the stream of
water to test the temperature. We might find, after a minute or two, that the water has
become too hot and then proceed to turn on the cold tap too, in order to make the
temperature more bearable. We put our hand under the stream of water again, slowly
turning on the cold tap until the temperature is just right before stepping into the shower.
In the case of temperature — a sensible phenomenon —we are able to gain rich knowledge
of the TemperaTurRe dOomain with our somatosensory system, in the manner just described,
which is encoded into the concepts ot and colp. Due to the fact that we can sense the
graded nature of TemperaTURE, HOT @nd coLp are, therefore, mentally represented as gradable
in nature. It is congruous, then, that the lexical items which express these concepts in
language — in this example the antonymous adjectives hot/cold — are construed as
gradable contrary antonyms.
4.3.5 Complementary Antonyms and Mutually Exclusive Concepts

In contrast to the gradable contraries mentioned above, the logical
relationship between members in a pair of complementary antonyms is that of the
exclusive disjunction (a @ b) and includes such examples as on/off, heads/tails and
connected/disconnected. The entailments for complementary antonyms can be shown

formally as follows:

a= b

a=>b

The assertion of one member of the pair entails the negation of its opposite
and this is a symmetrical relation. For example, ‘the circuit is on’ entails that it is not off
and ‘the switch is not on’ entails that it is off. Put simply, there is a binary ‘either-or’ relation
between the members of a complementary pair such that there can be no intermediate
points or degrees between them. The concepts which complementary antonyms refer to

are, therefore, assumed to be mentally represented as mutually exclusive. For instance,



76

the antonym pair on/off mirrors the conceptual nature of the concepts on and ofr — circuits
must be, by conceptual (and physical) necessity, either on or off. In the same manner as
the gradable contrary antonyms outlined above, the perceived physical properties of the
denotata are encoded into concepts and, insofar as words encode concepts, the
conceptual form determines the antonymic form of the lexical items.
4.3.6 Conceptual Representation and Grammar

Itis elementary that the form of antonymy which a given pair of adjectives
exhibits will determine the morphological form and the grammar of a speaker’s utterance.
Continuing with the above case, for instance, it is considered ungrammatical to describe
a circuit as ‘nearly on’, or say that ‘circuit X is the on-est' or ‘circuit X is off-er than circuit
Y’ as the adjectives on/off are complementary antonyms, meaning they cannot be used
with the superlative or comparative grammar. Conversely, the superlative or comparative
forms can be used with hot/cold such as ‘X is the hottest’ and ‘X is colder than Y’. Such
usage, from the current perspective, is not simply the outcome of a learned or
conventional grammatical rule, but rather a conceptual necessity. Speakers are prevented
from using the superlative or comparative forms with on/off due to the mutually exclusive
nature of the concepts which they encode. Hence, the kind of antonymy held between a
given pair of antonymous adjectives, and therefore also the grammatical form of
utterances in which they appear, are determined by the way in which a speaker mentally
represents the concepts expressed by the adjeotives.14

4.3.7 Grammatical Analysis

Thus far, | have explained the assumption that antonymous relations
between lexical items are determined by the way in which a concept is mentally
represented. Based on this assumption, | propose that an analysis of the way in which
speakers use moral antonyms, and moral language in general, will be instrumental in
uncovering how the concepts ricHT and wrong are represented in the minds of agents. |

will, then, proceed with an analysis of the antonym pair r/'ghz‘/wrong15 in order to uncover

" See (Henderson, 2021) for a similar approach with truth predicates.
* Although | will limit my analysis to the adjectives right/wrong, it is assumed that all moral predicates will function in

the same way as they are all assumed to reflect the same concepts RIGHT and WRONG.
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the conceptual structure of the corresponding concepts rieht and wrone. The first step in
this process is to ascertain which form of antonymy right/wrong exhibit by embedding
them in various grammatical constructions — some suitable for gradable antonyms, and
others suitable for complementary antonyms — in order to see if grammatical and

conceptually congruent sentences are generated.

(56) Xis right/wrong

A grammatical and conceptually congruent sentence is generated, which

would be expected here regardless of the antonymic relation.

(57) #X is right-er/wrong-er than Y.

The comparative form is ungrammatical. A grammatically correct
paraphrase of this would be ‘X is worse than Y’ (or ‘X is better than Y’) in which ‘worse’
and ‘best’ are used to express moral sentiment and are conceptually congruous. This,
therefore, points at the comparative grammatical form, which morphologically modifies
the adjectives ‘right’ or ‘wrong’ with the suffix ‘er’, being unacceptable, but not the concept
of degrees of rightness or wrongness. Hence, on the surface, (65) points to right/wrong
as having an antonymic relation that is complementary, whereas at a conceptual level a

gradable nature can be understood — as seen with the paraphrase.

(58) Xis not as right/wrong as Y.

This sentence is not strikingly ungrammatical, although it seems awkward
in English, and so might suggest complementary antonymy at the sentence level, but this

is not obviously the case. Conceptually, (66) is ambiguous.

(59) Xis neither right nor wrong.
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This sentence is grammatical and so points to gradable antonymy.
However, it is unclear if this is congruous at the conceptual level. The same is also true

with the following:

(80) ‘Xis either right or wrong’

(68) is grammatical, suggesting complementary antonymy at the

sentence level, but is, again, ambiguous at the conceptual level.

(61) #Xis the wrong-est.

The superlative form generates an ungrammatical sentence which
suggests complementarity. Here, as with (65), this sentence could be paraphrased as ‘X
is the worst...” in order to generate a grammatical sentence. Hence, it appears, as with
(65), that right/wrong are used as complementary antonyms which resist morphological

modification. On a conceptual level it seems that a gradable understanding is possible.

(62)  Xis completely wrong.

The totality modifier generates a grammatical sentence which suggests
bounded graded antonymym, but not unbounded gradable antonymy or complementarity.

Intuitively, this form is conceptually congruous.

(63)  Xis not completely wrong.

"* Some gradable antonyms are bounded, meaning that there is a absolute maximum and/or minimum degree such as
transparent/opaque and hance can be used in conjunction with totality modifiers like ‘completely’. Others are
unbounded suggesting that there is no upper limit, such as hot/cold and cannot be used with such modifiers (W. Croft

& Cruse, 2004; Steven. Jones et al., 2012).



79

A grammatical sentence is generated when negating the totality modifier
‘completely’. This does not work with complementary antonyms, as it suggests a gradable,
but bounded, scale. At the conceptual level, this points toward ricHT and wrone as having
a gradable representation.
4.3.8 Interpretations
From this brief grammatical analysis, we can start to build a picture of the
unclear or inconsistent antonymic relation held between the moral adjectives right/wrong.
Although we can discern that right/wrong resist morphological modification at the
sentence level, (65) and (69), they can be used in grammatical frames which suggest
gradeability, (67), (70) and (71), as well as complementary antonymy; (64) and (68). At
the conceptual level, it is unclear how rieiT and wrong are represented from this analysis,
it appears that in some cases we are able to conceive of them as gradable, and in others,
as mutually exclusive. It is also important to note that grammaticality and conceptual
congruity do not always correlate. This can be seen clearly in (65) where the sentence is
ungrammatical, but conceiving of something as being worse than (wrong-er) is not
incongruous. It can be concluded, therefore, that from the examples (64-71) above, we
observe grammatical and conceptual ambiguity with divergences between grammatical
and conceptual form.
4.3.9 Context and Conceptual Form

The above analysis is enlightening insofar as it hints at the possibility of
right/wrong not having a fixed antonymic relation. However, it does not show a clear
relation between linguistic and conceptual form. This is indeed a problem for the current
theory because if the assumption that conceptual form determines linguistic form is
correct, we would expect to see a clear convergence between the two; but we don'’t. This
result, however, can be explained. The methodology of the above analysis is flawed, as
the grammatical constructions are decontextualized sentences which make use of the
non-descript placeholders X and Y. The use of these abstract placeholders to represent
moral actions conceals an important insight: that the kind of antonymic relation held

between right/wrong is determined by the conceptual nature of the states of affairs to
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which the predicates are applied. Hence, it would appear that a sufficiently detailed
analysis should use contextualised examples.
4.3.10 Mutually Exclusive Concepts
I will now. In light of the above, proceed with an analysis of contextualized
moral judgements which will make it perspicuous that the antonymic relation held between
right/wrong, is contingent upon the context in which they are employed. Let us start by

taking the following moral judgement:

(64) Eating meat is wrong. (Held by a vegetarian)

In (72), ‘wrong’ is used in a way which suggests the speaker understands
right/wrong to be complementary antonyms. Intuitively, we understand that ‘wrong’, is not
being used in a gradable way here. This is not understood by simply looking at the
grammatical form of the sentence, but is rather inferred from the conceptual nature of the
verb ‘eating’ to which the predicate ‘wrong’ is applied.17 The nature of this action is such
that either one is eating, or one is not — eating and not eating are mutually exclusive states.
It is understood, then, from the judgement in (72) that the action of eating meat is always
wrong and, consequently, that whether one eats a large quantity of meat, or only a small
amount, the action is always considered to be morally wrong. Itis incongruous, therefore,
for a vegetarian who sincerely assents to judgement (72), but who has knowingly and
wilfully eaten meat, to justify their action or mitigate its severity by stating that they only
ate a small amount — the action of eating meat is judged, in this case, to be simply wrong,
allowing for no degrees of wrongness, because there are no degrees of eating. This
example suggests that the antonymous adjectives ‘right and ‘wrong’ take on a
complementary form when predicated of a non-gradable mutually exclusive state of
affairs. Hence, an agent who assents to (72) is assumed to mentally represent ricHt and

wronGg a@s mutually exclusive concepts. We can now see that it would be incongruous for

" This also suggests a certain level of pragmatic inference from background knowledge, in this case knowledge of
vegetarianism. There is mounting evidence to suggest that pragmatic information, such as information in the visual field,

is incorporated in the online processing of language (Aparicio, 2018).
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such an agent to assert that ‘eating a small amount of meat is not as wrong as eating a
lot’, or that ‘eating a lot of meat is ‘wrong-er (worse) than eating a little’. That is to say, the
superlative and comparative forms are grammatically and conceptually wrong for those
who assent to judgement (72).

There is further evidence for the fact that agents who assent to the moral
judgement (72) do indeed understand ricHt and wrone as mutually exclusive concepts by
looking at real-world examples of moral discourse. In the following excerpts, we can
assume that the writer assents to (72), as is evidenced from the content of the text. The
extra content included in these excerpts, shows clearly that the writers understand ricHt
and wrong to be mutually exclusive concepts. Take, for instance, the following text taken

from PETA.org:

(65) [Tlhere is no such thing as “humane meat.” Giving animals a few more inches of living

space is simply not enough—and even if their quality of life is high, we still don’t have the right to take

that life for something as trivial as a particular meal. [...] There is no humane or ethical way to eat animals.

(Debate Kit: Is It Ethical to Eat Animals? | PETA, n.d.)

It is clear from the passage from PETA (73), expressed in
characteristically emotive language, that, in relation to eating meat, richt and wrone are
conceptualized as having a mutually exclusive relation, even though the predicates
right/wrong aren’t used explicitly. Hence, we can conclude that in assenting to the moral
judgement (72), rent and wrong are mentally represented as mutually exclusive. The
judgement in (72) is not the only context where moral concepts are understood as mutually
exclusive. There are further examples showing this same conceptual form in the following

excerpt from a website which answers children’s questions about Christianity:

(66) Are things either right or wrong?
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Here's the answer:

Yes, the Bible teaches some things are either right or wrong.

Sometimes a decision is a matter of which choice you like better. Should | eat chocolate ice cream or vanilla?

Should | play basketball or volleyball? Other choices are either right or wrong. God gives many commands

in the Bible about the things we should do as Christians and things we should not do.

(Are Things Either Right or Wrong?, n.d.) https://www.ggkidz.org/right-or-wrong.html - emphasis added)

In this excerpt, the predicates right/wrong are clearly being used as
complementary antonyms, in order to express the mutually exclusive conceptual nature
of rcHT and wrone as conceptualized by the writer. This is highlighted by the use of the
‘either/or’ grammatical construction in ‘Yes, the Bible teaches some things are either right
or wrong'. This case differs slightly from the case in (72) in that it is not the physical nature
of a specific state of affairs which determines the mutually exclusive conceptual form, but
the metaphysics of Christian morality itself — if what is right and wrong are decided by
God, the logic of (74) goes, then God’s approval makes the action right and God’s
prohibition makes the action wrong — there is no middle ground. The following examples
(75) and (76) also show that moral concepts are understood in a mutually exclusive

manner by Christians:

(67) Every situation and every decision we make boils down to one thing — it is either right or wrong.

Sometimes it is difficult for humanity to accept this and we try to justify what we know to be a wrong

decision by claiming what we face was somehow in a grey area in between both right and wrong.

(It Is Either Right or Wrong; There's No Grey Area | The Daily Walk, n.d.) https://www.thedailywalk.org/it-

is-either-right-or-wrong-theres-no-grey-area/)


https://www.gqkidz.org/right-or-wrong.html
https://www.thedailywalk.org/it-is-either-right-or-wrong-theres-no-grey-area/
https://www.thedailywalk.org/it-is-either-right-or-wrong-theres-no-grey-area/

83

(68) Where an issue of right and wrong is concerned, there is never any gray. There is always a right

and everything else is a wrong

(Morality Is Black And White: There Is No Gray - THE ROAD TO CONCORD, n.d.)

https://theroadtoconcord.com/natural-law/derevation/rights-bubbles-the-origin-of-universal-

morality/morality-is-black-and-white-there-is-no-gray/)

Hence, it is evident from the use of the adjectives right/wrong, together
with the explicit content of the text, that the writers of (73), (74), (75) and (76) understand
RIGHT and wronG as being mutually exclusive concepts.

4.3.11 Gradable Concepts

From the above, we can see that in certain contexts, people mentally
represent riciT and wrong @s non-gradable, mutually exclusive concepts. It is not always
the case, however, that moral concepts are mentally represented in such a manner. Take

moral judgement (77) below, for instance:

(69) Minimising the suffering of farm animals is right.

(Expressed by a non-vegetarian animal rights campaigner)

It appears that, in contrast to judgement (72), the adjective ‘right’ in (77)
is understood as gradable. This, also, is not inferred from the grammar of the judgement,
but by the nature of the state of affairs to which the predicate ‘right’ is applied i.e.
minimising suffering. It appears, then, that the perceived nature of that to which ‘right’ or
‘wrong’ is predicated determines how the concepts ricHt and wrone are represented in the
mind of the agent. Therefore, if the state of affairs to which a moral predicate is applied is
understood as gradable, then richt and wrong Will also be mentally represented in such a
manner; that is, abstract moral concepts are mapped onto concrete states of affairs.

To explain this further, we could contemplate an example situation which

pertains to the judgement in (77). Let us imagine three farms. The first farm ensured the


https://theroadtoconcord.com/natural-law/derevation/rights-bubbles-the-origin-of-universal-morality/morality-is-black-and-white-there-is-no-gray/
https://theroadtoconcord.com/natural-law/derevation/rights-bubbles-the-origin-of-universal-morality/morality-is-black-and-white-there-is-no-gray/
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lowest levels of animal suffering; the second farm moderate levels of suffering; and the
third, very high levels of animal suffering. We might imagine that an agent who assents to
moral judgement (77), when comparing the farms, would judge the agricultural practices
of the first farm to be morally right, the third farm to be wrong, and the second farm to be
neither right nor wrong, but ‘right-er’ (better) than the third. Here, we see a conceptual
moral middle-ground where the moral status of the agricultural practices on the second
farm are not adequately covered by either ricHt Or wrong Which is conceivable only if moral
concepts are not represented as mutually exclusive. Hence, an individual who assents to
(77) sees a moral middle-ground, which is not conceptually accessible to the agent who
assents to (72).

This example suggests that right/wrong can also be used as gradable
antonyms when agents mentally represent ricit and wrong as gradable concepts, but we
have also seen, from the initial grammatical analysis above, that right/wrong resist being
morphologically modified with the comparative and superlative suffixes ‘er’ and ‘est’. It
remains to be shown, then, that ricHt and wrone can indeed be used in a gradable way.
This can be shown, as | will proceed to do, and an interesting observation can be made:
the linguistic restriction which prevents the morphological modification of right/wrong,
forces speakers to use alternative lexical items when expressing moral concepts as
gradable. We can see this effect happening in a range of contexts; take the following text

from Vox.com for instance:

(70) [N]early 400 companies, including Hyatt and Marriott, committed themselves to better

conditions for animals. [...] From one perspective, factory farming of animals is one of the few social

problems in the world today that, rather than getting better, gets worse each year, as we continue to

breed animals in terrible, even monstrous conditions. (Animal Rights: 2018’s Big Wins — and Big

Losses — for Animals - Vox, n.d.) https://www.vox.com/2018/12/24/18148698/2018-year-in-

review-for-animals - emphasis added)


https://www.vox.com/2018/12/24/18148698/2018-year-in-review-for-animals
https://www.vox.com/2018/12/24/18148698/2018-year-in-review-for-animals
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As pointed out above, in discussion on animal welfare, it is often assumed
that the level or degree of suffering those animals endure is correlated with the moral
status of the action, meaning that actions which cause more suffering are seen as ‘wrong-
er. In (78), the writer is using the words ‘better’ and ‘worse’ to describe the moral status
of the conditions in which farm animals are kept and this phenomenon is widespread.
Speakers regularly turn to phrases such as ‘morally better, ‘morally worse’, ‘morally
superior or ‘morally preferable’ when describing the moral status of a state of affairs which

are gradable, which can also be seen in the following examples:

(71)  Eating chicken is morally worse than killing Cecil the lion

(Eating  Chicken Is  Morally Worse than Killing Cecil the Lion - Vox, n.d.)

https://www.vox.com/2015/7/30/9074547/cecil-lion-chicken-meat - emphasis added)

(72) [I]t is morally preferable that a just warrior be better protected from unnecessary harm, other things

being equal. Wouldn't it have been morally better, for example, if Allied pilots in World War Il could have

remotely flown planes to defeat the Nazis rather than risk being shot down?

(Coming to Terms With How Drones Are Used - NYTimes.Com, n.d.)

https://www.nytimes.com/roomfordebate/2012/09/25/do-drone-attacks-do-more-harm-than-

good/coming-to-terms-with-how-drones-are-used - emphasis added)

(73) Most People Consider Themselves to Be Morally Superior

(Most  People Consider Themselves to Be Morally Superior - Scientific American, n.d.)

https://www.scientificamerican.com/article/most-people-consider-themselves-to-be-morally-

superior - emphasis added)


https://www.vox.com/2015/7/30/9074547/cecil-lion-chicken-meat
https://www.nytimes.com/roomfordebate/2012/09/25/do-drone-attacks-do-more-harm-than-good/coming-to-terms-with-how-drones-are-used
https://www.nytimes.com/roomfordebate/2012/09/25/do-drone-attacks-do-more-harm-than-good/coming-to-terms-with-how-drones-are-used
https://www.scientificamerican.com/article/most-people-consider-themselves-to-be-morally-superior
https://www.scientificamerican.com/article/most-people-consider-themselves-to-be-morally-superior
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(74) Is wearing fur morally worse than wearing leather?

(Is Wearing Fur Morally Worse than Wearing Leather? | Ethical and Green Living | The Guardian, n.d.) -

https://www.theguardian.com/environment/2015/feb/15/is-wearing-leather-less-moral-than-

wearing-fur - emphasis added)

The above examples show how speakers are forced to express degrees
of rightness and wrongness by using ‘better’ and ‘worse’ instead of using the modified
forms ‘right-er’ or ‘wrong-er’ which makes manifest a tension between the conceptual and
linguistic levels. This tension is apparent in the work of Richard Arneson who uses the
ungrammatical forms ‘right-er and ‘wrong-er in order to more accurately reflect his

nuanced view of morality:

(75) [Tlhe act consequentialist should downplay the distinction between acts that are right and wrong. Her

more important task is to grade acts as “righter” and “wronger” depending on the extent of the shortfall

between the act being evaluated and the best that could have been done in the circumstances... We

can think of the acts an agent could do on some occasion as ordered in an array of groups of acts that

have consequences that range from very close to the consequences of the best act to very close to the

very worst one could have done. With this picture in view, we can see that options of a sort have an

important role in moral life and moral assessment. Far more important than determining whether one’s

act on an occasion was right or wrong would be fixing the degree of wrongness if it is not the very best

one could have done. (Arneson, 2009)

It can be concluded, in light of the above, that the conceptual nature of rigHt

and wrong, can be mentally represented as both mutually exclusive and gradable in


https://www.theguardian.com/environment/2015/feb/15/is-wearing-leather-less-moral-than-wearing-fur
https://www.theguardian.com/environment/2015/feb/15/is-wearing-leather-less-moral-than-wearing-fur
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nature, and that the form of representation varies with context. The conceptual form, as
either gradable or mutually exclusive, is determined by the perceived nature of the states
of affairs to which the concepts are applied. It is also apparent that when states of affairs
dictate a gradable understanding of ricit and wrong, agents resort to using typically non-
moral evaluative language to express this gradeability — such as ‘better’ and ‘worse’. This
is due to the adjectives right/wrong being resistant to morphological modification.
Explaining this resistance is beyond the scope of the current work, however, | might
conjecture that it is plausibly due to linguistic convention based on culturally engrained
views about morality. Notwithstanding, it is clear from the above that speakers do use
language which reflects a gradable conceptualization of morality. Moreover, an important
observation can be made: linguistic conventions appear to limit the expression of certain
concepts, suggesting the link between concepts and words is not a straightforward
relationship.
4.3.12 Grounding Right and Wrong

As we have seen above, the antonymic status of moral adjectives
appears to vary with context and this represents a linguistic manifestation of the way in
which the speaker mentally represents moral concepts. Given this, we might wonder why
this happens; why the conceptual form of rieht and wrone need to be grounded in or
mapped onto other concepts. This is not the case, of course, for other non-moral concepts
which seem to have a fixed or intrinsic conceptual form such as Hor and coLp, or on and
ofF, SO we might wonder why rieit and wrone differ. This phenomenon, | claim, can be
plausibly explained by alluding to the highly abstract conceptual nature of richT and wrone.
Moral concepts are abstract in the sense that we are unable to understand and interact
with them through our senses on a multi-modal level. In contrast to the case of Hor and
cotp — about which we are able to collect rich sensory data directly; building up detailed
conceptual knowledge of the properties — rcHT and wrong have no sensible form. The
abstract conceptual form is therefore ‘malleable’ and requires a concrete concept upon

which they can be mapped, grounding their conceptual and, therefore, linguistic nature.
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4.3.13 Summary
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It appears from the analysis above that, unlike the non-moral antonym

pairs such as those mentioned in my introductory remarks, there is no fixed form of

antonymy observed between right/wrong when used as predicate adjectives in English.

This observation suggests that the way an agent mentally represents ricHT and wronG is

flexible and context-dependent also. It has indeed been shown, from the study of

contextualized moral utterances, that the conceptual form of ricHT and wrong is flexible and

can be represented as gradable and mutually exclusive. This finding can be explained,

and is indeed to be expected, from the current perspective. The conceptual nature of ricHT

and wronG as abstract concepts is malleable and, therefore, takes on the nature of the

states of affairs to which they are applied.



CHAPTER FIVE
CONCLUSIONS & IMPLICATIONS

5. Conclusions and Implications

As a whole, this work has been a defence of the thesis that:

The moral concepts RIGHT and WRONG are emotionally grounded; such that being able to experience moral

emotions is a necessary condition for grasping moral concepts. The conceptual form of RIGHT and WRONG is

flexible due to their abstract nature and can, therefore, be mentally represented in divergent forms as either

mutually exclusive or gradable opposites.

This thesis was supported by three separate analyses of moral language (§ 4.1,

4.2 & 4.3) which had the following specific aims:

To elucidate the emotional structure of the moral concepts RIGHT and WRONG (§ 4.1).

ii. To understand whether Conceptual Metaphor Theory is an effective framework through which to study the

structure of moral concepts (§ 4.2).

iii. To show the divergent conceptual forms which RIGHT and WRONG, as binary opposites, assume in the mind

(§ 4.3).

The conclusions of each of these studies are summarized in turn in the

proceeding paragraphs.
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5.1 The Emotional Constitution of Moral Concepts

In the first study (§ 4.1), | argued, by way of linguistic analysis, that moral
concepts ricHT and wroneg are emotionally constituted, or embodied, such that being
disposed to experience moral emotions is a necessary condition for grasping moral
concepts.

In supporting this claim, | surveyed the extant psychological and neurological
evidence which suggests strong influence of emotional brain structures in moral thought.
| then presented an analogical argument drawing a parallel between moral properties and
concepts and emotion-dispositional properties and concepts. | showed that moral
language functions in an analogous way to emotion-dispositional language, thus giving
reason to believe that moral concepts are emotional in nature. In offering further support,
| drew attention to the fact that moral judgements are often explicitly expressed in emotion-
dispositional terms and also frequently commit the attribution error. | developed a reading
of the attribution error which allows us to explain why it happens by alluding to figure and
ground construal and showing how emotional stimuli are foregrounded due to their
cognitive salience — thus, explaining why the attribution error is commonly made with
emotional and moral language.

Hence, in light of the linguistic data and the convergent neurological
evidence, it is concluded that the moral concepts rigHT and wrong can be understood as
being a particular class of emotion-dispositional concepts and, as such, are emotionally
constructed.

5.2 Conceptual Metaphor

It can be concluded from the second study (§ 4.2), which aims at examining
the adequacy of Conceptual Metaphor Theory in analyzing the conceptual structure of
moraLiTy, that a clear and robust understanding of morauTy cannot be achieved within this
framework.

Firstly, I undertook an analysis of moraLiTy by compiling examples of figurative
language in English which, according to CMT, are the linguistic products of conceptual
metaphors and can therefore, they claim, be used as evidence for their existence. It

became apparent through using this procedure that several divergent source domains
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present themselves as structuring mMoraLITY, Nnamely: VERTICALITY; QUANTITY; BRIGHTNESS; MERIT; EMOTION
and cLeanuiness. This, | claim, raises the issues of how this is possible; why it is necessary
and if it is possible that these divergent domains have some conceptual relation to each
other. Itis vital that this issue is solved, as it seemingly undermines the foundational claims
of CMT: that abstract domains are necessarily structured by source domains and that the
conceptual structure on these source domains is therefore necessary to the concept; that
the target concept is always understood in terms of the source concept. If this is true, then
cases which show the structuring of the same concept in terms of a divergent source
domain are counter examples to the claimed conceptual necessity of any other source-
target matching, as either it is the case that the other source domain is not conceptually
necessary, or it is conceptually necessary but has not been sufficient for a figurative
utterance and so the CMT theorist is faced with the fact that either the conceptual claim
is wrong or the linguistic claim is. | endeavoured to offer a possible way of circumventing
this problem by postulating and outlining a possible enrichment to CMT which
hypothesised that: if divergent source domains can be mapped onto the same target
domain, then all those source domains must bear a conceptual relation to each other. |
showed how this could be done by positing some simple principles of organization which
are consistent with the main assumptions of CMT and showing how these relations
between source domains can be confirmed by applying the standard procedure of

figurative language analysis used in CMT.

5.3 Conceptual Form
Based on the foundational assumption that conceptual form determines
linguistic form, | have presented an analysis of moral language (§ 4.3) which shows that
moral concepts ricHT and wrong can be represented in the minds of agents in two distinct
ways viz. as mutually exclusive concepts, or as gradable concepts. | have shown that the
way in which these concepts are mentally represented is determined by the conceptual
nature of the state of affairs alluded to by the agent’s moral judgements. | have further

claimed that the form in which moral concepts are mentally represented in the mind of an
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agent will have a bearing on the judgements that an agent assents to and on the strength
of an agent’s motivation to act in accordance with their judgements. This is due to the fact
that agents who represent moral concepts as mutually exclusive will automatically form
corollary judgements by conceptual necessity. It follows that if motivational internalism is
true, agents who represent moral concepts in such a way will be motivated toward the
same course of action by two separate moral judgements, thus, such an agent will be
more strongly motivated to act in accordance with their judgements when moral concepts
are represented as mutually exclusive, as opposed to gradable. If such a connection
between conceptual representation and motivation holds, we could expect that agents
will be more likely to act in accordance with some judgements than others. Indeed, this
thesis could be tested empirically and, if correct, provides us with a logical way of
explaining why certain moral judgements seem to motivate agents more strongly than
others.
5.4 Further Insights & Implications
In this final section | aim to draw out and reconcile some of the further
implications and insights gained from the studies presented above.
5.4.1 Kinds of Concept

It should be apparent to the reader that the analyses given above,
although related in subject matter (morality), deal with conceptual entities of distinct kinds.
The first two analyses deal with the structure of moral concepts, whereas the third analysis,
in contrast, looks at their representational form. The difference between the conceptual
phenomena studied is akin, therefore, to that between structure and shape.

What, then, can these separate analyses, when taken together, tell us
about human conceptualization? | propose that two observations of paramount

importance are to be gained from this work:

That concepts not only differ in size, or amount of content (e.g. concepts, frames,

domains), but also in kind.
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ii. That comprehensive understanding of divergent conceptual kinds is necessary for a full

explanation of how complex concepts are built.

Apropos of these two points, | will proceed to explain the importance of
divergent conceptual kinds in accounting for the possibility of complex conceptual
compositionality.

5.4.2 Building A Theory of Conceptual Kinds

Consider an analogy between concepts and language. One prima facie
and standardly-held observation about language is that it exhibits the property of
compositionality. Sometimes called the Principle of Compositionality, this states that the
meaning of a complex expression in a language is determined jointly by its structure and
the individual meanings of its par’[s.18 Hence, the meaning of a phrase or sentence is a
function of its syntactical rules and lexical semantics. Varying lexical forms (noun, verb,
adjective etc.) are vital to the composition of more complex meanings expressed through
larger phrases and sentences. If all words were nouns, for example, it is extremely difficult
to see how the construction of complex and meaningful sentences would be possible.
Take the string of words ‘coffee, desk, office’ for instance. These words have no clearly
comprehensible combined meaning — they do not form a meaningful sentence or
proposition. This can be explained, in part, by pointing to the lack of qualitatively different
lexical forms (i.e. only nouns are present) which would be essential for enabling the
composition of a meaningful sentence e.g. ‘My coffee is on the desk in the office’.

It is argued by some that concepts also display compositionality. The
most prominent version of such a thesis is the Language of Thought Hypothesis, first
posited by Jerry Fordor (Fodor, 1979), although others have explored the phenomenon of
conceptual combination (Bose et al., 2018; Costello, 2000; Hampton & Jénsson, 2012;

Medin & Shoben, 1988; G. L. Murphy, 1988; Wisniewski, 1997). In addition, there is recent

" There is a distinction to be made between ontological compositionality and functional compositionality (Pelletier,

2017). By ‘compositionality’ | mean the latter functional kind.
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data from the neuroscience literature which implicates the brain’s default mode network
(DMN) in conceptual combination (Frankland & Greene, 2020). Although there is a
traditional rejection of the formalist theories which understand concepts as being
compositional by cognitive views, the proposal that concepts are compositional is not
necessarily one that a cognitivist approach must reject in principle. Conceptual
compositionality is, in fact, being studied from a range of theoretical perspectives; some
formalist and others cognitivist in nature (Barsalou, 2017; Hampton & Winter, 2017).

In the following, | will argue concepts display compositionality.
Compositionality, that is, in the functional sense. Meaning that combinations of concepts
produce new emergent concepts which are seemingly more than the sum of their parts.
From this assumption, and continuing the analogy with compositionality in language, we
might expect that concepts should have this property in virtue of them having divergent
forms and functions; that is to say, in order to construct complex and compound concepts
the individual conceptual ‘atoms’ must come in distinct kinds, just as the diversity of lexical

. " . . 19 .
form is necessary to compositionality in language . Hence, we could claim:

From the observation that systems of language (formal or natural) display compositionality, which is dependent, in
part, on the existence of divergent lexical kinds, it is plausible that if concepts also display compositionality, they

also exist in heterogenous forms.

| will proceed to support this claim by showing that:

1. There exist varying kinds of mental representations which are functionally and
qualitatively distinct.

2. Distinct conceptual kinds are necessary for the construction of compound concepts.

' Whether or not there is a corresponding conceptual ‘syntax’ is important to investigate, but such an investigation

would be out of place here.
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5.4.3 Entity Concepts and Predicate Concepts

Assuming that conceptual composition necessitates a distinction
between divergent conceptual kinds, | will endeavor, now, to make manifest such a
distinction.

Let us start by looking at concepts in the abstract domain of ethics: ricHr,
wronGg and morive. Although the concepts of richT, wrong and morive are somewhat related in
content, and all count as mental representations, it appears, under examination, that they
are of fundamentally different kinds. The difference between the concepts ricHT, wrone and
MoTivE is not simply that they have different conceptual content or ‘meaning’, but that they
are also different in kind. That is, moTive represents a qualitatively distinct conceptual entity
to rigHT Or wrone. This difference can be inferred from the observation that they function in
distinctive ways.

In order to explicate this functional difference, let’s start with the concept
RIGHT. RIGHT can be used to modify other concepts, such as momve. That is, it can be applied
to motive in order to produce the compound concept ricHT moTive. TO put this in logical terms,
ricHT functions as a ‘predicate’ and, in linguistic terms, ricrt functions as an ‘adjective’. Let
us call concepts which function in this manner predicate concepts.

In contrast to rieHT, MoTive is distinct insofar as it does not function in this
predicative manner; it cannot be used to modify other concepts, but can be modified by
predicate concepts such as rieHT in rRIGHT MOTIVE, @S Seen above. This difference in function
must be explained, | claim, by a qualitative difference in kind between concepts like motive
on one hand and ricHT Or wrong 0N the other. Let’s call the concepts which can be modified
by predicate concepts, such as vorve, entity concepts.

In making this distinction we recognize an intrinsic functional difference in
nature between predicate concepts and entity concepts; such that, richt, as a predicate
concept, can be used to modify an entity concept, like momve, in order to produce the
compound ricHT MoTIVE, but that moTive, as an entity concept, cannot be used to modify a

predicate concept such as ricHr.
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We can make this distinction between predicate concepts and entity
concepts clearer. | invite the reader to take part in an imaginative thought experiment, so
that we may examine our analysandum directly. Picture, if you will, a ball. You should have
a representation in mind. Now, imagine a black ball. You have just modified the existing
representation. The ball has a new property — it's black. Next, imagine that the ball is pink.
You have, again, performed a mental operation whereby you updated the base entity
concept (sa) with the predicate concept (pnk) and, as a result, you have a different
representation, or image, in your mind’s eye. This can be repeated with a large number
of predicate concepts. You could, for instance, continue to modify the entity concept saLL
with other predicate concepts such as wHite, smaLL, BiG, spotTeD, sort and so on. This
imaginative exercise is only possible, | claim, if the concept saLL is of a different nature, or
kind, to that of sLack, wHiTE, smaLL etc. It is part of the nature of saLL that it can be modified in
this way, thus producing a compound concept, just as an adjective modifies a noun.

Furthermore, there seem to be limits, or constraints, to such imaginative
tasks. Clear you mind of saLL and try, now, to imagine sort, HARD, WeT OF pry without a base
entity concept; try, similarly, to imagine sLack, Or stripey, Or spoTTED in iSOlation. This cannot be
done. We cannot imagine sLack apart from the entity that is black; or sorr without the entity
that is soft. When imagining sLack, you are likely to picture an expanse of black, but this
expanse implicitly assumes an entity concept, for the black in your mind has size and
shape, even if the shape is not clearly defined. Hence, it appears that predicate concepts
cannot function as stand-alone concepts; they need an entity to which they are applied,
either explicitly or implicitly.

We can ascertain more about the unique behavior of predicate concepts.
Now, with your shapeless black expanse in-mind, try to modify siack with pink. Can you
picture rink BLack? This, also, cannot be imagined due to the nature of predicate concepts;
that is, combinations of predicate concepts alone cannot produce conceptual
compounds. It may be argued that this is simply due to the colours | have chosen in this
example; that combinations of other predicate concepts, such as sLue and creen, can be

imagined. It might be claimed, for instance, that we can modify sLue with creen, and that
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BLUE GREEN Can easily be imagined — we can picture blueish green. This is true. However, |
propose that the mental operation here is subtly different. When we imagine blueish green,
we are not modifying the base concept sLue with creen, but are imagining a whole new
predicate concept-— call it TeaL. Imagining Tteac is not akin to imagining sLue Green, hence we
are not combining sLue and creen, but picturing a separate predicate concept TeaL.

The same failure of composition can also be seen between two entity
concepts. Take for example corree 1aBLe. This construction is normally understood as a
being a noun-noun combination, but it is not the case that in the compound the constituent
concepts (corree and TasLe) are both entity concepts, although when understood in
isolation, they may be. Try, now, to imagine 1asLe as a base concept. Once you have the
picture in mind, attempt to modify this with the entity concept corree. This cannot be
imagined. The same is true for other supposed constructions of two entity concepts such
as House cat or salL pen. We do indeed understand these constructions; they are clearly
comprehended compound concepts, but they are not the result of a cognitive operation
which modifies a base entity concept with another entity concept. They are, instead, a
case of a subtly different mental process, which | will make manifest in the following
section.

The above observations, | claim, suggest the need for a distinction
between concepts of (at least) two distinct kinds which relate roughly to the difference in
physical kind between objects (entity concepts) and properties (predicate concepts), or,
in language, to nouns and adjectives, respectively. Hence, | propose a preliminary
characterization of these conceptual kinds in respect to their functionality:

Entity Concept: A mental representation which can be modified by
predicate concept, but cannot be used to modify such a concept.

Predicate concept: A mental representation which presupposes an entity
concept and can be used to modify, but cannot be modified by, such a concept.

It is probable that more conceptual kinds than this are needed to account
for a range of concepts normally expressed through lexical items such as verbs and

pronouns or closed-class lexical items which include morphological features such as ‘er’
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and ‘ing” and also for logical connectives such as ‘and’, ‘or’ and ‘if'. Exploring such cases

is an important task, but is one which will take me beyond the scope of the current work.

5.4.4 Compositionality and Emergence

As we are beginning to see, concepts display distinct imaginative
functions that determine the ways in which they can be combined. Hence, an
understanding of these divergent conceptual forms should shed light on the process of
conceptual composition. In order to see this, let's return to the observation mentioned
above from Fodor and Lepore (Fodor & Lepore, 1996). Recall that the compound concept
PET FIsH was described as having an emergent conceptual structure, or prototypicality
profile, which appears to be more than the sum of its parts. We can make sense of this
case by recognizing that rer and risH are both entity concepts and, as such, cannot be
combined. As we have started to see above, conceptual diversity is required for
compositionality, hence, the apparent compound concept retFisH cannot be a construction
of two entity concepts. The concept rer in the compound rer FisH must, therefore, be a
predicate concept — meaning something like ‘pomestic — which modifies, the entity concept
FisH. Hence, the compound reTrisH is, in actuality, a compound of the concepts pomesTic (PeT)
(predicate concept) and risn (entity concept). This is made clearer if we understand that
‘’er, when comprehended as an entity concept, is really pomestic-anivaL and e as a
predicate concept is simply pomestic. Given this, if per FisH were a compound of two entity
concepts the resulting concept would be powmestic-animaL, FisH and not bomesTic FisH, which is
how we naturally understand rer rist. Thus, from per to rer misH, a subtle, and almost
imperceptible, shift has happened from per (pomesTic AnmMAL) tO P (pomesTic). This is
difficult to detect due to language misleading us. The wordform ‘eer’ by itself and the
wordform ‘per’ in ‘per misH’ are the same, masking the conceptual shift. The same
phenomenon is evident in linguistic constructions where the wordform ‘pet’ changes from

noun to adjective, as shown below.

% Evans, 2007 has noticed this and calls such concepts lexical concepts which he assumes are represented by

open-class lexical items. | will return to Evans’ distinction below.
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noun

(1) ‘pet (e.g. I have a pet’) = [DOMESTIC ANIMAL]®" (entity concept)

(2) ‘pet o (e.g. ‘A pet fish’) = [DOMESTIC]™ (predicate concept)

Such phrases as ‘pet fish’ are often referred to in the concept literature as
noun-noun constructions, but this is mistaken. We can see that the noun form of ‘pet’
expresses an entity concept mowmestic anval) (1) whereas the adjective form of ‘pet’
expresses a predicate concept mpowmestic) (2). With this understanding and our conceptual
distinction in-hand we can see how the compound concept pet FisH [DOMESTIC FisH] Can only be
formed with the coupling of an entity concept and a predicate concept (3), and not

between two entity concepts (4):

+noun

(3) ‘pet fish' “™" (e.g. | have a pet fish) = [DOMESTIC FISH] 7™

noun-+noun (

(4) ‘pet; fish’ e.g. a pet, a fish...) = [DOMESTIC-ANIMAL; FISH] ™"

Hence, ‘per’ in peT FisH functions as a predicate concept. This is necessarily the case, as if
the two were predicate concepts, they would not compound, but simply refer to a
collection, or list, of separate objects. This can be observed in the difference between ‘pet
fish” and ‘pet, fish’. The former being an emergent meaning from the composition of a
noun and an adjective and the latter being simply a list of two nouns and, hence,
displaying no compositionally emergent meaning.

So, the mystery of why rerrisH has a different typicality profile to per and rist
combined is understood. rer FisH is @ compound concept and, therefore, must be
comprised of divergent conceptual forms (one base entity concept and one modifying
predicate concept) which allow for functional compositionality and the emergent
conceptual profile.

5.4.5 Empirical Evidence for Divergent Conceptual Kinds
The need to acknowledge distinctions between various conceptual kinds

has been emphasized by others who give both theoretical and empirical support for such
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a view (Gentner & Beranek, 1981; Gentner & France, 2013; Medin et al., 2000).Waxman
and Gelman (Waxman & Gelman, 2010) in their chapter entitled Different kinds of concepts and
different kinds of words: What words do for human cognition Who state the following:

Languages include many different kinds of words (e.g. nouns, adjectives,
verbs), each of which is recruited to convey a different kind of concept (e.g. categories of
objects, properties, and events, respectively). Yet even in the current literature, most of
the developmental research on words and concepts has focused on only one kind of
word: nouns. Although important insights have been gained, this focus is not without
costs. Chief among them is that the principles underlying the acquisition of nouns and the
conceptual consequences of their use differ importantly from the principles underlying the
acquisition of other grammatical forms, including adjectives and verbs, and the
conceptual consequences of using these forms. (Waxman & Gelman, 2010)

Research in developmental psychology shows that, from infancy, children
are able to understand distinctions which relate to various conceptual kinds such as |
have posited here. For instance, it has been shown that even pre-verbal infants can
understand the differences between nouns, adjectives and verbs through grammatical
and situational context, and, based on this understanding, are able to make a conceptual
distinction between objects, properties and actions accordingly. Children appear to
interpret newly encountered nouns as referring to objects or individuals (Gelman & Taylor,
1984; Macnamara, 1984; Markman, 1989; Waxman, 1990), adjectives as picking out
properties (Klibanoff & Waxman, 2000; Mintz & Gleitman, 2002; Waxman & Markow, 1998)
and verbs as applying to actions and events (Fisher, 2002; Waxman et al., 2009). Such
evidence supports the claim that different kinds of concept exist and shows that an
understanding of these heterogenous conceptual kinds allows children to grasp new
words. Indeed, if there were no difference in conceptual kind, it is difficult to understand
how children would be able to learn language at all, as knowing a particular word form is
a noun, and that nouns refer to entities, for instance, is what allows children to know that

a particular word applies to an object, rather than a property or an action, in a particular
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scene. Thus, the qualitative difference in conceptual kind is seen as vital to language
acquisition and must logically and developmentally precede it.

Another notable observation is that certain kinds of concept appear to
emerge earlier than others. Waxman and Gelman note that ‘infants appear to tease apart
first the grammatical form noun and map this form specifically to object categories. This
noun-category link sets the stage for the evolution of more specific expectations linking
adjectives and verbs to their respective meanings’ (2010). That infants would need to be
able to understand nouns — and, therefore, entity concepts — first is logically consistent
with the view outlined here; that predicate concepts — which relate to properties and,
therefore, adjectives — need, or pre-suppose entity concepts for their application. Hence,
the thesis that entity concepts are functionally distinct, and are logically and conceptually

prior to predicate concepts enjoys empirical support (Waxman & Gelman, 2010).
5.4.6 The Flexibility of Words and Concepts

There is clearly a parallel between conceptual kind and lexical kind — as
is standardly assumed in psychological investigations such as those referred to in the
previous sections — and, thus, an apparent relation between language and thought — an
assumption shared in the present study. An important question to ask, however, is: Does
conceptual kind determine lexical kind? Traditional views of language would have
answered negatively to this question. However, there is a commonly held view in
psychology and cognitive linguistics which sees the distinction between nouns, verbs,
adjectives and other lexical forms as conceptually grounded. | will proceed to show that
the answer to this question is affirmative, but also that the link between language and
thought is not straightforward.

To elaborate, ‘black’ which is normally considered an adjective can in fact
be used as a noun in specific contexts, such as in a game of pool. | might, for instance,
refer to the black ball as simply ‘black’ when | say 1'm on black’ or ‘the black’ when | say
1 potted the black’. In this case, however, it is important to remember that although there
appears to be linguistic flexibility brought about through use and context (there has been

a lexical transformation from adjective to noun) this does not necessarily equate to, or
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reflect, a corresponding conceptual transformation. To illustrate, the word ‘black’ when
used as a noun, is a case of using the same wordform in a non-standard way to refer to a
different concept. Under normal circumstances, ‘black’ might be used as an adjective to
refer to the predicate concept sLack, but, in this specific instance (when playing pool), it is
being used as a noun to refer to the entity concept saLL. Hence, a single wordform can be
used flexibly to refer to various concepts which will determine the lexical status of ‘black’

as either an adjective or noun:

(5) ‘black’ ** (e.g. ‘The black ball’) = [BLACK] (predicate concept)

noun

(6) ‘black’ " (e.g. ‘/ potted the black’) = [BALL] (entity concept)

As should be evident from the above, when the lexical form is morphed
from adjective to noun, this does not mean that the concept is being morphed in the same
manner. When ‘black’ is being used as a noun, one’s understanding of the mentally stored
concept sLack has not thereby changed from a predicate concept to an entity concept; it
is simply that the lexical item has been applied to a different concept altogether (saLL). We
should exercise caution, therefore, when making inferences from lexical form to
conceptual form, for if we were to conclude that in using ‘black’ as a noun, the agent
therefore understands sLack as an entity concept, we would be mistaken.

We can see in (6) that the noun form of ‘black’ does relate to an entity
concept, but the concept is not sLack, it's saLL. Hence, it appears we would be justified in
concluding that lexical kind correlates with conceptual kind; such that nouns refer to entity
concepts and adjectives refer to predicate concepts. We would be wrong, however, to
conclude that when a particular wordform is morphed from adjective to noun in a specific
context, the predicate concept morphs into an entity concept — this is not the case. The
concept itself has not changed, but the wordform has merely been applied to a concept
of a divergent form, thus inheriting a new lexical form. Hence, it appears that even though
lexical form is flexible, conceptual form is stable.

In sum, it can be shown that there is indeed a link between lexical form

and conceptual form; such that nouns refer to entity concepts and adjectives refer to
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predicate concepts. The analysis above, however, suggests that identical wordforms
undergo a lexical transformation when connected to a different concept of a divergent
conceptual kind and not due to a morphing of conceptual kind. A distinction in conceptual
kind, then, allows for the clearer understanding of how lexical form is determined.

With this understanding of conceptual forms and how they construe
lexical form, | will now proceed to compare this view with a notable theory of conceptual
kinds from the field of cognitive linguistics in order to orient it on the theoretical landscape.

5.4.7 Other Conceptual Kinds

The need to recognize concepts of qualitatively distinct kinds has been
noted by psychologists, as mentioned above, but has had comparatively less attention in
the field of cognitive linguistics. This has also been noted by Vyvyan Evans, who has done
much in recent years to deepen the understanding of conceptual forms in the area (Evans,
2006, 2009b, 2015).

Evans claims that a distinction is needed to separate two kinds of concept
which have traditionally been conflated in the research viz. lexical concepts and cognitive
models. In his framework of meaning construction, Lexical Concepts and Cognitive
Models (LCCM), Evans emphasizes the need to recognize the distinction between the rich
conceptual content (cognitive models) that is conveyed through open-class lexical items
such as nouns, verbs and adjectives, and the schematic content (lexical concepts)
expressed by closed-class lexical items like prepositions, copulas and morphemes, such
as plural markers (Evans, 2006). Evans claims that the rich content stored in the
conceptual system and the schematic semantic content stored in the linguistic system
represent qualitatively different kinds of concept, and that both are needed in the
construction of meaning through language. The linguistic system, he claims, acts as an
‘executive control function’ enabling the expression of rich knowledge stored in the
conceptual system (Evans, 2015). As Evans explains:

| suggest that the linguistic system evolved, in part, by facilitating more

effective control of the extant representations in the conceptual system. That is, linguistic
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representations are specialised for providing a ‘scaffolding’ to structure conceptual
representations, thereby facilitating their use in communication. (Evans, 2009a)

Since its initial formulation, Evans has elaborated on the LCCM framework
by introducing the distinction between analogue concepts and parametric concepts
(Evans, 2015). Analogue concepts are integrated into the existing LCCM model by being
associated with open-class words and the rich content which they are assumed to afford
access to, and, accordingly, parametric concepts are associated with closed-class lexical
items which are, conversely, assumed to represent highly schematic content. As he

explains:

the distinction between the conceptual and linguistic systems relates to concepts that are analog in nature,
on the one hand, and those that are parametric in nature, on the other. In so doing, | argue against received
accounts of embodied cognition that fail to recognize such a distinction. (Evans, 2015)
Evans’ LCCM model is a theory of access semantics. On this view, meaning is said to be
derived in virtue of the fact that language provides access to specific portions of an
agent’s full encyclopedic knowledge background. This view is integrated with the

theoretical constructs of analog concepts and parametric concepts just mentioned as

follows:

parametric concepts facilitate access to analog concepts in the process of meaning construction. Although

both types of concept are derived from embodied, or as | shall prefer, grounded experience, they are

qualitatively distinct. Parametric concepts are schematic, while analog concepts are richer, more closely

constituting analogs of the experience types they are grounded in. (Evans, 2015)

Evans’ distinction between analog and parametric kinds differs to the one | make here

between entity concepts and predicate concepts. Both entity and predicate concepts are
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forms of what Evans calls analogue concepts, as they are built of rich embodied
encyclopedic knowledge and inhere in the conceptual system. The distinction proposed
herein, however, could be reconciled with Evans’ model. If we were to integrate the LCCM
model with the current view, then, we would have a distinction between two kinds of
analog concepts (entity and predicate) plus the parametric concepts proposed by Evans.
Hence, entity and predicate concepts are subsets of analog concepts. Such an
integration seems plausible as Evans appears to make the same claim about the
distinction between entities and predicates as | do, and even underscores the importance
of demarcating these conceptual kinds when he states that ‘complex thoughts, actions,
and so on require that our concepts can be combined compositionally in order to form
complex ideas’ (Evans, 2015).

This being said, however, Evans claims that it is the parametric lexical
concepts which are responsible for the distinction between the two forms, and that the
difference between entity and predicate is, therefore, not manifest in pure analog
knowledge. Instead, the divergence, he suggests, is created when analogue content is
accessed and construed through the parametric schematic content. So, for Evans, the
difference between object (entity) and property (predicate) is created by the linguistic
system and is not therefore a distinction which exists in the conceptual system proper.

Evans explains this using the example of ‘red’ and ‘redness’:

[T]he grammatical distinction between the adjective (red) and noun (redness) appears to relate to a semantic

distinction between the notion of property versus thing. The words red and redness, while indexing the same

(or similar) perceptual state, also encode schematic concepts: PROPERTY versus THING. (Evans, 2015)

Although LCCM theory has many merits, | find it difficult to see how the difference in entity

and predicate concepts — or ‘prorery and ‘tHing — only arises through the interplay of

analog concepts with lexical concepts in the linguistic system, as, if this is the case, non-

linguistic creatures or pre-verbal infants would not be able to distinguish the difference in
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properties of objects and the objects themselves. As mentioned above, this conceptual
distinction does indeed seem to be present in pre-verbal infants and appears to be a
necessary pre-requisite for the acquisition of language.

There is much merit to the LCCM theory and Evans presents a convincing
analysis. This is supported by experimental evidence suggesting the existence of highly
schematic parametric concepts and how they are encoded into the linguistic system.
However, | would argue that there needs to be a further distinction in kind between various
analog concepts that distinguishes — at least — the difference in function between entity
concepts and predicate concepts.

5.4.8 Summary

| have argued, here, for a clear distinction between functionally and
qualitatively distinct conceptual kinds. Such a distinction, | claim, is necessary in order to
account for the complexity and compositional nature of conceptualization. | have
presented a phenomenological analysis in support of this claim which reveals the
divergent imaginative functionality between predicate concepts — which represent
properties and function in such a way as to modify entity concepts — and entity concepts
— which cannot modify other entity concepts or predicate concepts. | have further
supported the existence of these conceptual kinds by making reference to empirical data
which points to entity concepts being logically, and developmentally prior to predicate
concepts. This difference is manifest in language through the lexical distinctions between
noun (entity concepts) and adjective (predicate concepts). | have also endeavored to
show that, the concept-word link is not straightforward; such that it cannot be inferred from
the flexibility of lexical forms that concepts are also malleable in the same manner, but
that conceptual form does determine lexical form.

Describing the nature of conceptual representation is a Herculean task —
without even considering the link between concepts and language. The distinct nature of
conceptual kinds must be recognized in order to fully understand the process of
conceptual compositionality and demarcating entity concepts and predicate concepts is

seen as a necessary, albeit incomplete, start to this task.
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5.5 In Conclusion

The current work highlights an important theoretical point: current frameworks
within Cognitive Linguistics have not taken enough care in clearly delineating the different
kinds of mental phenomena which we can broadly call ‘concepts’. That is to say, even the
simplest concepts must be extremely complex entities — let alone complexes of such
concepts such as domains and frames — and the theoretical treatment of such mental
representations, therefore, deserves an extremely detailed elucidation which should start,
| suggest, with reaching an understanding of the divergent conceptual kinds, and
explicating the most simple concrete concepts before expanding such an account to
include and encompass the more abstract concepts and more complex construction built
from them i.e. domains, frames and domain matrices.

The task of describing the nature of concepts is, in itself, a monumental task
— without even considering the link between these concepts and language. Much work in
Cognitive Linguistics is unsatisfactory in this regard, as it posits and analyzes the more
complex mental representations (domains, frames, domain matrices) without first
reaching a detailed understanding of the nature of the most basic conceptual kinds, the
analysis of which, as | have endeavored to show in the previous section, will inform and
lead the study of more complex conceptual structures.

We can now, in bringing the insights from this work together, sketch out a

multi-dimensional understanding of moral concepts, as shown in Figure 3.
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The findings of the above can be stated in the following propositions:

Moral concepts are embodied; grounded by emotional states.

Being able to experience certain emotional states is a necessary condition for grasping the

conceptual domain EMOTION.

Understanding the conceptual domain EMOTION is a necessary condition for grasping the domain

MORALITY and its constituent concepts RIGHT and WRONG.

Moral concepts RIGHT and WRONG are abstract concepts and as such can be represented as either

mutually exclusive or gradable in nature.

108
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V. Moral concepts RIGHT and WRONG are predicate concepts due to their conceptual functioning.

VI. Moral concepts RIGHT and WRONG, in being predicate concepts, are applied to, and therefore

modify, entity concepts.

VII. Moral concepts RIGHT and WRONG, as binary opposite, abstract predicate concepts, can be

mentally represented in either mutually exclusive or gradable form, which is determined by the

nature of the entity concept to which they are applied.

5.5.1 Final Thoughts

The fundamental goal of this work has been to reach a comprehensive
understanding of moral concepts. | hope | have been successful in enabling a deeper
insight into how moral concepts are represented and structured in the human conceptual
system.

During the process of conducting this study, it has become clear that,
although there is undoubtedly a close link between thought and language, we theorists
working on such problems and adopting varied frameworks need to be extremely cautious
when drawing inferences and conclusions about the structure and representation of
particular mental phenomena from the analysis of language alone, as, although language
is used to express and communicate conceptual content, linguistic data is of an inherently
different and more schematic kind to that of analogue conceptual data which is rich,
encyclopaedic and, in some cases, multimodal, or embodied. It is inevitable, given this
understanding, that from the analysis of language alone, one can only hope to gain a very
simplified and impoverished view of the mind.

Having said this, as shown above, it is possible to make use of linguistic
analysis in studying the conceptual system, but such work ideally needs to be
supplemented with non-linguistic experimental evidence and coupled with rigorous

logical and conceptual analysis.
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Although, | am confident that novel insights into the phenomenon of
morality have been gained through this study, it has, of course, also spawned many further
questions which, unfortunately, it leaves unanswered; such is the nature of philosophical
and scientific investigation. | will give just three examples of such questions here, each

directed at a specific discipline:

A question for psychologists: How, in principle, are conceptual associations to be identified as distinct from

conceptually necessary cross-domain mappings in the brain?

A question for philosophers: What are the logical restrictions of studying the human conceptual system which

are imposed by the limitations of the conceptual system itself?

A question for linguists: If conceptual data is inherently richer and more complex than linguistic data, how far
can linguistic analysis take us in the study of the human conceptual system?
In closing, | wish to express my hope that the knowledge gained from the current work not
only adds to our understanding of that profound and fundamental human concept morauy,
but also that the insights — as well as any inconsistencies — here will act as a foundation

upon which a fuller and more comprehensive understanding of morality, mind and

meaning can eventually be built.

Justin J. Bartlett

Srinakharinwirot University, 2022
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This work draws an analogical defence of strong emotionism—the metaethical
claim that moral properties and concepts consist in the propensity of actions to elicit
emotional responses from divergent emotional perspectives. I offer a theory that is
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1 A Difficult Relationship

Much has been said about the relationship between emotion and morality. Aside
from the academic work of philosophers, psychologists and sociologists, the
relationship between the two is even a well-established notion in folk intuition.
Quotidian experience tells us that the transgressions of ethical rules and moral
disagreements are often followed with emotionally charged reactions and outbursts,
thus making the connection between the moral and the emotional particularly
salient. But is the relationship between morality and emotion simply a reactionary
one? Do moral properties give rise to emotional responses or do emotional
responses give rise to moral properties? This question is not simply a case of
chiasmus, a cheap rhetorical device. Its implications have great philosophical
weight. Exactly how our emotions interact with, or constitute, morality is still a
topic of fierce debate among philosophers and psychologists alike; a wide range of
metaethical and psychological theories attempt to explain the relationship between
moral judgement and emotion. The theoretical melee rages, and discerning the
stronger opponent is not straightforward. One observation, however, that is fairly
easily made, is how rarely empirical findings from the field of moral psychology,
and its related disciplines, enter into the metaethical arena. This has been noted
previously by other authors such as Prinz and Nichols who write that:

[E]ven where moral philosophers have invoked emotions, they seldom attend
carefully to the psychological characteristics of the emotions to which they
appeal. Indeed, it would be hard to exaggerate the extent to which
philosophers, even self-described sentimentalists, have neglected psycholog-
ical research on the moral emotions (Prinz and Nichols 2010).

Our question, here, is an empirical one. This is not to say, however, that a priori
deduction or phenomenological analysis are not effective methods of investigation,
but rather to point out that answering such a question fully and accurately will
inevitably need empirical support as well as philosophical insight. It is my aim in
this paper, therefore, to answer the question of whether moral properties give rise to
emotional responses, or vice versa by offering an analysis of emotion’s necessary
role in the formation of moral properties, concepts and judgements. This work is
interdisciplinary in nature and makes use of work from psychology and Cognitive
Linguistics in supporting the philosophical claim that emotional properties are
necessarily conceptually prior to, and constitutive of, moral properties. This is the
so-called emotionist' claim, or rather, a version of it. In the following paragraphs, I
assume a strong emotionist stance towards morality which makes the following
claim and related assumptions:

Moral judgements are those judgements referring to any conduct ¢ perceived
as having the propensity to elicit certain emotional responses in themselves
and observers, in certain situations. Such that, a judgement « is a moral

! 1 follow Jesse Prinz’s terminology. See Prinz (2007).
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judgement iff the conduct referred to by « is perceived as having the
propensity to elicit certain emotional states in agent x and observer y in S.

This elucidation of moral judgements makes two implicit assumptions:

i.  Metaphysical Claim: Moral properties can be understood as consisting in the
propensity of certain actions to elicit moral emotional reactions in agents and
observers.

ii. Epistemic Claim: Grasping moral concepts consist in having the predisposition
to experience the emotional reactions alluded to in the metaphysical assertion.

I will proceed to build a defence for the strong emotionist elucidation of moral
properties, concepts and judgements as outlined above by presenting an analogical
argument highlighting the similarities between moral language and more general
emotional language which, based on the assumption that language structure mirrors
conceptual structure, supports the conclusion that moral properties can be
understood as a subset of emotional properties.

Firstly, I will lay the philosophical foundations of such a theory (Sect. 2) and
offer an overview of the psychological evidence which supports a necessary link
between emotion and morality (Sect. 3). I will then give further support for this
reading of moral judgements by offering an analysis of language which draws
strong parallels between moral language and non-moral emotional language. It will
be made clear from an analysis of everyday utterances about emotional dispositions,
that humans frequently make systematic attribution errors” when predicating
emotion-dispositional® properties of extramental entities. I will endeavour to show
how widespread and pervasive this phenomenon is in ordinary emotional language,
and, furthermore, that this is not merely a linguistic mistake but is also, at its
foundation, a conceptual one. An analogy will be made such that there can be no in-
principle objections to systematic attribution error when predicating emotion-
dispositional properties of extramental entities. This emotional language use will be
compared to moral language and an argument by analogy will be employed
supporting the conclusion that moral properties and concepts can be reduced to
emotional properties and concepts (Sects. 4 and 5). Lastly, I will briefly offer a
plausible explanation as to why we are prone to making this kind of error by
employing the conceptual framework of Cognitive Linguistics (Sect. 6). The view I
offer here shows that the root of this linguistic and conceptual error is easily
explained by making reference to the influence of construal phenomena, which have
been proposed and explicated by linguists such as Langacker (1987), Talmy (1978)

2 The term ‘fundamental attribution error’ is normally used to refer to the tendency of observers to
attribute an agent’s wrong behavior as resulting from their fundamental character traits. Here, I re-
purpose this term for the present argument. However, as will be made clear, it still retains much of its
original character.

3 Here I will use the term ‘emotion-dispositional’ in order for the concept fo stand out against other
properties, such as red and bifter which are considered to be ‘response-dependent’ or secondary
properties. See (D’Arms and Jacobson (2007)). Emotion-dispositional properties are response-dependent
but have the propensity to elicit emotional reactions whereas standard response-dependent properties,
such as ‘red’ typically do not.
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and Croft and Wood (2000). It will be shown that an understanding of construal
phenomena and how they affect language is instrumental in accounting for the
prevalence of attribution error in emotional and moral language.

2 Philosophical Foundations

The view of moral judgments defended here can be referred to as a strong
emotionist account of moral judgements. A strong emotionist theory is one which
makes both the metaphysical claim that ‘moral properties are essentially related to
emotions’ and the epistemic claim that ‘moral concepts are essentially related to
emotions’ (Prinz 2007; p 14-16). Claims of the former metaphysical kind can be
seen in theories which liken moral properties to response-dependent properties such
as colour (McDowell 1985). The latter epistemic kind can be seen in Allan
Gibbard’s work (Gibbard 1990, 2006) where he defines moral concepts in emotional
terms. Understanding such concepts, therefore, consists in recognizing the potential
emotional responses caused by certain acts. Gibbard (2006) states that moral
concepts of ‘wrong’, for example, can be defined as those which lead to the
elicitation of such emotions as guilt on the part of the transgressing agent, and which
will be seen as reprehensible on the part of the observer; that for an action to be
considered wrong, it must be one for which, at least, a guilty response is warranted
by the agent. Hence, we have an account of morality which holds that moral
concepts can be defined in terms of the actual and potential emotional dispositions
elicited:

I say that the basic narrowly moral concept is being blameworthy or
reprehensible. That an action is reprehensible just means that reprehension
over it on the part of others and guilt over it on one’s own part are warranted.
(Gibbard 2006).

A strong emotionist theory is one which combines both metaphysical and
epistemic claims outlined in (i) and (ii) above. The work of Jesse Prinz (2007; 2006)
provides an example of a strong emotionist theory, but other similar theories are to
be found in sensibility theories (Darwall et al. 1992; McDowell et al. 19853).
Sensibility theories, make the claim that moral properties are ‘response-dependant’.
An analogy is often made with colour, the perception of which is supposed to be
dependent upon the agent experiencing the property (D’ Arms and Jacobson 2007).
In McDowell’s words, moral properties are to be understood as ‘qualities not
adequately conceivable except in terms of certain subjective states’ (Mc Dowell
1985, p.136). Hence, we can see moral properties as defined by, their propensity to
elicit certain moral emotional reactions such as guilt, shame, remorse or
compassion. Moral concepts, therefore, consist in the predisposition to experience
these emotional reactions, and it follows from this that moral judgements can be
defined as judgements about the propensity of an action to elicit these emotional
Tesponses.

Consequently, I claim, moral utterances of the form ‘x is P’ express belief-like
states and are truth-apt propositions. We avoid an error theory as moral predicates,
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thus understood, have as their extension certain forms of conduct. We could say that
conduct perceived as having a certain ‘character’—a particular character recognized
as having the propensity to elicit certain emotional responses in agents and
observers—is the extension of moral predicates and, accordingly, propositions
containing such predicates, do refer properly to states of affairs. The truth conditions
of such judgements, however, are relative to a particular moral community—a
group that shares the same values. The moral community is the set of all people who
share a particular moral judgement.* The truth of a moral proposition will, therefore,
be relative. There may, however, be some judgements which are universally
accepted if shared by all humans, but this would be a contingent fact. Such a theory,
therefore, can be said to be minimally realist (Van Roojen 2015, p 116). However,
although we avoid a semantic error theory, we do not avoid a conceptual one, as I
claim that speakers mistakenly perceive moral properties as objective mind-
independent and non-reducible properties.

Emotionist or sensibility theories have, of course, been challenged and one such
objection comes from Harman in response to Gibbard (2006) who, as seen above,
proposes a guilt-focussed account of moral concepts. Harman (2009) warns against
positing a definitional explication of moral concepts, especially in the case of guilt,
on the grounds that it is possible for an agent to commit a morally reprehensible
action and yet not feel guilty. Harman argues that a necessary link cannot be true a
priori and that moral concepts cannot be defined in terms of guilt feelings due to the
fact that it is possible to be motivated to act morally by other feelings such as
empathy or compassion. Harman’s objection works against guilt-focussed accounts
of moral concepts but not with emotionist theories in general and I will claim, due to
these considerations, that an emotionist account of morality must encompass all
moral emotional states.

Prinz (2006, 2007) has defended a strong emotionist thesis by pointing to the
wealth of empirical data from psychology and neuroscience as support, and it is my
view that, in light of the empirical data, such an account should indeed be taken
seriously.

3 Psychological Evidence

It appears, intuitively, that a connection between emotion and morality holds, at
least as a causal relation. Generally, emotions can be seen as a psychological and
physiological reaction to a personally-significant stimulus:

[Emotion is] a complex reaction pattern, involving experiential, behavioral,
and physiological elements, by which an individual attempts to deal with a
personally significant matter or event. The specific quality of the emotion
(e.g., fear, shame) is determined by the specific significance of the event.
(Emotion—APA Dictionary of Psychology).

4 This definition needs to be formalised but this rough characterisation will suffice for our current
purpose.
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We can see that such a causal relationship between stimulus and reaction holds,
prima face, for moral emotions too. For instance, if I have acted in a way which you
and I both judge to be wrong, then I expect you to respond with anger, and,
furthermore, I expect to feel guilty for my transgression (if not for the action in
itself, then at least for upsetting you.) We do, then, for the most part, appear to have
predictable emotional responses to the transgression of moral rules from both agent
and observer. Armchair speculation about responses to what we might broadly call
moral stimuli do not yet, however, constitute the grounds for a compelling
emotionist argument, but they do provide us with a jump-off point; one which is
strongly supported by empirical evidence.

The link between emotion and morality is widely accepted in the psychological
literature, and we can even see anger, which is typically understood as being a non-
moral emotion, profiled in vaguely moral terms; as an emotion which arises when,
injustice or transgression is detected. As Prinz and Nichols (2010) point out:

In the recent moral psychological literature on anger, the familiar character-
ization of the profile of anger is that it’s caused by a judgment of transgression
and it generates an inclination for aggression and retributive punishment [...]
Much of the evidence for this profile comes from work in social psychology
over the last two decades. (Prinz and Nichols 2010).

Apart from emotional profiling and categorization, the psychological literature
seems to give strong support for a link between morality and emotion which shows
emotion to be more than simply an output or reaction. There are two prominent
ways in which emotion has been connected to morality in the psychological and
neuroscientific literature: (i) in interfering with, or guiding, moral decision making,
and (ii) in being a constituent part of the moral judgement-making process. I will
offer an overview of the work which documents these phenomena in turn.

An important and oft-cited example of how emotional centres of the brain affect
moral decision making can be seen in the work of Greene and colleagues (2001)
who observed neural activity in two distinct decision-making systems when subjects
contemplated moral dilemmas. Greene et al. used fMRI scans to identify the areas
of the brain used when making decisions in moral dilemmas and found clear activity
from emotional centres of the brain when participants contemplated the scenarios.
This was coupled with reduced activity in the pre-frontal lobe and structures
associated with rational and logical thought, when participants were asked to
contemplate more ‘personal’ moral dilemmas (Green 2001). This work is widely
interpreted as showing that moral decision-making processes are, at least in part,
influenced by emotional stimuli,” and seems to provide evidence for a connection
between morality and emotion which is more than simply reactional.

In addition, there is evidence which suggests that emotional states actually guide
or antecedently influence people’s moral judgements. Isen and Levin (1972), for
instance, have shown that inducing positive emotional states in subjects, makes

® Greene et al.(2001) even suggests that this evidence show that classic consequentialist and utilitarian
ethics require rational thought processes whereas deontological thinking is driven by the non-rational
emotional structures of the brain.
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them more likely to help others, suggesting that emotional priming encourages pro-
social behaviour. In another study, where people were asked to evaluate the
wrongness of certain actions, participants who were sitting at a dirty desk gave
consistently higher ‘wrongness ratings’ as compared with their counterparts who
were sitting at clean desks (Schnall et al. 2008). Schnall et al.’s observations show
the corollary of Isen and Levin’s; that the moral decision-making process can also
be affected negatively when emotions such as disgust are present. This has also been
corroborated by similar observations made by Wheatley and Haidt who induced
disgust in subjects hypnotically (Wheatley and Haidt 2005). Of course, these
findings do not provide conclusive evidence but do give compelling empirical
support for a link between emotion and morality at the level of decision-making,
such that emotion is shown to be more than just a reaction to moral stimuli, but as
also being actively involved in the moral decision-making process antecedently
influencing moral judgement.

In addition to the work mentioned above, there are further empirical studies
which give more direct support to the current argument about moral concepts, and
these studies examine moral judgement in subjects without prior emotional priming.
Before I move on, it is important to note that the examination of moral judgement,
as opposed to moral decision-making processes, at the neurophysiological level, has
a more direct bearing on the emotionist claim—that moral concepts can be reduced
to emotional concepts. This, of course, is due to it being imperative to the making of
a judgement that one understands the concepts employed by the judgement; that to
be able to make a moral judgement, one must first grasp moral concepts. It can be
concluded, then, that if making moral judgements requires the use of emotional
structures in the brain, then moral concepts are likely to be emotional in nature.
Evidence for this could come in two forms: evidence showing the involvement of
emotional brain structures in the process of moral judgement making, and,
conversely, evidence showing that individuals with emotional impairment fail to
make moral judgements or grasp moral concepts. Both types of data are, in fact,
available and I will briefly mention some examples here.

Studies by Moll et al. (2001, 2002) found that when participants made
judgements about moral statements such as ‘we break the law when necessary’,
distinct regions of the brain were activated including the frontopolar cortex, medial
frontal gyrus, right anterior temporal cortex and the cerebellum, which is normally
associated with emotional regulation (Schmahmann and Caplan 2006), that were not
active when processing non-moral statements such as ‘stones are made of water’.

Even more promising, perhaps, is the data gathered from investigations into
psychopathy, and individuals with antisocial personality disorder, which has shed
considerable light on moral judgement-making. The results of such studies are
indeed pertinent to the current argument. Antisocial personality disorder is
characterized by the APA as ‘the presence of a chronic and pervasive disposition
to disregard and violate the rights of others. Manifestations include repeated
violations of the law, exploitation of others, deceitfulness, impulsivity, aggressive-
ness, reckless disregard for the safety of self and others, and irresponsibility,
accompanied by lack of guilt, remorse, and empathy’ (Antisocial Personality
Disorder — APA Dictionary of Psychology). As can be seen from this delineation, a
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lack of prosocial moral emotions such as guilt, remorse and empathy are
outstanding features of psychopathy and so we might expect such individuals,
following our claims about the emotional nature of moral concepts, to lack
competence with moral concepts; that their emotional impairment would mean
moral impairment. Indeed, it has been shown, in line with this thought, that
individuals with antisocial personality disorder fail to grasp the so-called
moral/conventional distinction, meaning that they are not able to distinguish moral
transgressions, such as stealing, from conventional non-moral transgressions such as
talking in class or not waiting in line (Blair et al. 2016; Blair and Cipolotti 2000;
Liao 2016). Interestingly, further research into the neurotransmitter serotonin, which
has been found to be lacking in individuals who display characteristics typical of
psychopathy such as callous-unemotional (CU) traits (Dolan and Anderson 2003;
Soderstrom et al. 2001, 2003), has shown that serotonin function covaries positively
with prosocial behaviours and negatively with antisocial behaviours, suggesting that
emotional neurochemistry might play an intrinsic role in moral appraisal and action.

In sum, there is a significant body of empirical evidence which shows the
involvement of emotional regions of the brain in various moral thinking processes
and, more importantly for the current argument, that emotional states are not simply
reactions in response to moral transgressions but also aid and influence moral
judgements antecedently. Furthermore, in the case of psychopathy, emotional
impairment correlates with an inability to make the moral/conventional distinction
which is indicative of the inability to grasp certain moral concepts. Such evidence,
although not conclusive, I believe licenses much optimism for a strong emotionist
reading of morality.

4 Moral Emotions and Perspectives

I have, so far, been using the term ‘emotion’ in a rather broad sense. Before building
my defence of emotionism, it is necessary to give a more detailed explication of the
emotional import that the current theory proposes is present in moral judgments. In
order to do this, we need to make reference to three distinct groups of moral
emotions. Firstly, there are pro-social emotions such as sympathy, empathy and
compassion, which are assumed to promote positive moral behaviour. Secondly,
there are self-blame emotions such as guilt and shame which are directed inwardly
and suffered by the agent upon transgression. And, thirdly, other-blame emotions
which include contempt, anger and disgust which are experienced by the observer
and are directed outwardly at the transgressing agent. Understanding these distinct
emotions and the divergent perspectives from which they arise is important for the
foregoing argument. The three categories of pro-social, self-blame and other-blame
form a triad of possible perspectives from which a moral action can be appraised:
observer (agent-focussed), agent (self-focused) and observer (victim-focussed). Pro-
social emotions emerge from an observer’s victim-focussed appraisal and are
assumed to motivate morally good actions. Self-blame emotions represent negative
self-focussed appraisal of the agent from the perspective of the agent themselves.
These are assumed to motivate the avoidance of, and are occurrent from, actions
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perceived by the agent as being morally wrong. And, other-blame emotions
represent the perspective of the agent-focussed observer and are assumed to
motivate retaliation, retribution and blame of the agent. With the distinct moral
emotions, we have three divergent perspectives from which moral emotion can be
elicited and these, in turn, provide separate emotional reactions.®

With an understanding of the moral emotions and their divergent perspectives in-
hand, we can now define moral judgements in virtue of their propensity to elicit
these specific emotional responses. We can, therefore, define moral judgements as:

Moral judgements are those judgements referring to any conduct ¢ perceived
as having the propensity to elicit moral emotional responses in themselves and
observers, in certain situations. Such that, a judgement « is a moral judgement
iff the conduct referred to by « is perceived as having the propensity to elicit
moral emotional states in agent x and observer y in S.

This formulation of moral judgements follows, as shown above, from the
metaphysical claim that moral properties consist in the propensity of an action to
elicit moral emotional states, and the epistemic claim that the disposition to
experience such moral emotions is to grasp moral concepts. Actions, therefore, will
be perceived as having ‘moral’ properties (rightness/wrongness) if they are
understood as having the propensity to elicit the appropriate moral emotional
responses in agents and observers. Hence, sincerely assenting to a moral judgement
consists in a recognition that a particular act has the propensity to elicit moral
emotions.

In the following section, I will argue that moral properties and concepts,
understood thusly, are analogous to myriad other dispositional properties and their
corresponding concepts which we ascribe in error, and that moral properties appear
to be a subset of such properties.

5 Emotion-Dispositional Properties

The wealth of empirical evidence garnered from the work of moral psychologists
does indeed improve the soundness of our claims, but although it suggests heavy
influence from emotional structures on higher-level cognitive functioning, we
cannot use it to directly support either the metaphysical or the epistemic claims
posited here. It is, then, in addition to the empirical data, necessary to provide
observations which will bolster our claims about moral properties and concepts
more directly.

As briefly alluded to above, the emotionist takes a view of moral properties to be
broadly in line with sensibility theories (D’Arms and Jacobson 2007). Sensibility
theories come in many flavours but have their origins in the work of David Hume.”

6 Tt should also be noted that moral transgression might produce collateral non-moral emotions such as
fear of repercussions and sadness in the agent, thus providing further motivation to avoid transgressive
behaviour.

7 1invoke Hume simply as a historical reference point and am not claiming that the current understanding
of dispositional properties is ‘Humean’ at all.
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Such readings often make use of an analogy between moral properties and colour
properties. Colour, it is said, is not a mind-independent objective property but is
rather a perceptual one—merely the subjective experience of the way human
perceptual systems interpret light in the optic array. Redness, then, is a
‘dispositional” property, and not a mind-independent one, like mass for instance.
It is held that colour concepts, therefore, consist in being able to experience these
dispositions. This, it is often suggested, is how we should understand moral
properties too—as being dispositional in the way that colours are. We do indeed
have a helpful analogy here with colour, and it has clear pedagogical merit. But this,
I fear, is the full extent of its efficacy. This is because colour properties are in fact
very distinct from the moral properties of rightness and wrongness, in some
important respects. Colour is visually perceived; moral properties are not. Colour is
emotionally inert; moral properties are not. The analogy with colour, then, is a
useful tool for grasping the concept of dispositional properties but has little
argumentative force when explaining moral values.® There are, however, alternative
analogies to be drawn from other groups of dispositional properties that mimic more
closely our understanding of moral properties. These, I claim, provide not only a
more effective analogy but can also exert some explanatory and argumentative
leverage on the phenomenon currently under analysis. One such example can be
seen in the case of ‘annoyingness’. As with colour, we routinely ascribe
annoyingness to extramental objects—most commonly people—and states of
affairs. We are, in fact, very prone to saying things such as ‘he is annoying’, ‘this
song is annoying’ or ‘the situation is annoying’ and in doing so we attribute the
property of ‘annoyingness’ to people, objects and situations as if it were an
objective and intrinsic part of their physical existence; as if it were ‘out there’.
However, this is incorrect. Being annoyed, of course, is an emotional disposition; it
consists solely in our being annoyed. Hence, being annoyed is a subjective
emotional state which we misinterpret and wrongly attribute as being a property of
extramental entities when uttering such things as ‘Smith is annoying’, for instance. I
will call this an attribution error. Smith’s actions or mannerisms do have a
particular character which induces an annoyed state in us but this character is not
objective and is dependent upon the reaction this character elicits in the observer; it
is a response-dependent property. In fact, what we really describe when we utter
‘Smith is annoying’ is ‘Smith makes me feel annoyed’ which is felicitous and,
despite its uncommon and awkward form, correctly assigns ‘annoyingness’ to the
speaker as a subjective emotional response. This makes our utterance of ‘Smith is
annoying’ a mistake because being annoying is not something that anything can be,
in and of itself. This mistake, however, is not simply a linguistic one, but also a
sincere conceptual one and it shows through in the surface grammar of our
utterance.’

8 See Railton (2003) for a further objection to the analogy from colour.

? In Inventing Right and Wrong (1977: p 42) Mackie puts forward a similar example with the property of
being disgusting. Mackie, unfortunately, spends little time on this line of thought and his example of
disgust is also subtly different from annoyingness as being disgusted by the sight of vomit, the smell of
rotting flesh or the taste of a fungus may well be an automatic or hard-wired reflex.
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As per the emotionist view, we understand such utterances not as statements
describing the properties of extramental objects, but as statements about one’s own
emotional state or disposition in response to those entities or actions. However,
although it takes just a moment’s reflection to realize that annoyingness is in the eye
of the beholder, I claim that, under normal circumstances, people do in fact believe
what their utterances pretend to be; that Smith is annoying; Smith Aas that property.
If this were not the case, why would we not more commonly say ‘I am annoyed’ at
witnessing Smith’s actions or ‘Smith’s actions annoy me?’ I believe that we make
this mistake sincerely and that ‘Smith is annoying’ is not simply a more convenient
grammatical form. Such utterances should be taken as indicative of the way people
perceive the world. Evidence in support of this claim can be found when looking at
normal conversation patterns. Upon declaring that someone is annoying, we
normally expect our friends to agree. If they do not, we attempt to convince them
‘you don’t think so? But he really is! He is annoying because...’. But, no amount of
justifying will convince you that he is annoying, if, that is, you don’t already think
s0, because no amount of explaining is likely to change your feelings and
dispositions. Such examples, uncover a systematic attribution error that is both
linguistic and conceptual in nature.

It is indeed plausible that moral predicates function in the same way and I
propose that this is how they are best understood. When comparing the conceptual
features and linguistic functioning of moral discourse with emotion-dispositional
discourse we find some striking similarities. For example, when one says ‘that is
wrong’ the surface grammar of the utterance suggests that one intends to ascribe a
mind-independent property to an extramental entity which one believes to be true—
as is the case with annoyingness. And, furthermore, we are surprised if others do not
agree with our moral judgement and are likely to make an attempt at convincing
them that our view is correct—as with annoyingness. It is also the case that—as
with annoyingness—no amount of convincing will sway people if they are not
already similarly predisposed.

If my analysis is right and moral properties do turn out to be emotion-
dispositional properties like annoyingness, this all amounts to a systematic error in
our language and with our understanding of these properties. This is the sort of
conclusion that many want to avoid. But, however displeasing this conclusion might
be, the case of annoyingness gives us reason to believe that it is, at least, possible for
us to be mistaken in such a way. Moreover, due to the clear links between morals
and emotions, moral properties can plausibly be understood as being a special case
of the general emotion-dispositional properties just described. To put this
characterization more succinctly, in the case of annoyingness, I think it fairly
uncontroversial to claim that:

1. Annoyingness is an emotion-dispositional property and is thus constituted solely
by the relevant emotional response to a stimulus.

2. Having the disposition to be annoyed is a necessary condition for grasping the
concept of annoyingness.
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3. Annoyingness judgements of the form ‘x is annoying’ are those judgements
referring to entities perceived as having the propensity to elicit the relevant
emotional response of annoyance in observers.

The analogy of annoyingness might only be slightly better than the classiccolour
analogy if it were not for the fact that this is only one example in a wide range of
emotion-dispositional properties which we routinely attribute in error. Taking a
moment to reflect, it becomes clear that such cases are frequent in English.10 When
we use participle adjectives to say that something, or someone, is annoying,
frustrating, boring, depressing, scary, confusing, sexy, disgusting, deplorable,
disappointing, stressful, relaxing, nerve-wracking, frightening, awesome, inspiring,
shocking or infuriating'' we make the same mistake; we are falsely, but sincerely,
attributing a subjective emotional disposition to an extramental entity. In light of
this, I claim, there can be no in-principle objection to systematic attribution error in
the case of moral judgements and, moreover, that the principle of charity starts to
seem far too generous. The cases mentioned above are not simply perceptual errors
in the way that colour is supposed to be, but they are also all cases of ascribing an
emotion-dispositional property as if it were a mind-independent one.

So far, I have shown that various emotion-dispositional properties exist which are
not purely extramental features of the world. Such properties consist in emotional
reactions to relevant stimuli, and being predisposed to experience these emotional
reactions is a necessary condition for grasping emotion-dispositional concepts. I
have further claimed that moral properties and concepts mimic the conceptual and
linguistic behavior of emotion-dispositional properties and concepts, giving us
reason for optimism about an emotionist reading of morality, and supplying us with
a structure on which to model moral properties, concepts and judgements. If moral
properties are emotion-dispositional properties then from claims 1, 2 and 3 above,
1%, 2% and 3* follow

1*  As emotion-dispositional properties, ‘rightness’ and ‘wrongness’ are consti-
tuted by the propensity of an act to elicit moral emotional responses in agent
and observer.

2% Being predisposed to experience the relevant emotional responses is a
necessary condition for grasping the concepts of rightness and wrongness.

3% Moral judgements of the form ¢‘ is right/wrong’ are those judgements
referring to conduct ¢ perceived as having the propensity to elicit moral
emotional responses in agents and observers, in certain situations.

I have claimed that moral properties, concepts and judgements can be understood as
being a subset of the wider set of emotion-dispositional properties and can be
labelled as moral emotion-dispositional properties. There is, however, an immediate
issue with our theory of moral emotion-dispositional properties. Given that this

0 Other languages need to be considered. It appears that in Thai language emotion-dispositional
properties are attributed in error in a similar manner.

™! This is not an exhaustive list but I think it makes my point.
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reading is true, we are convicting humans of routinely making systematic
conceptual and linguistic errors. It remains to be explained just why we do this.

6 Through the Lens of Cognitive Linguistics

We are obliged, ex hypothesi, to tackle the now looming question of ‘why?’. Given
that the above account is true, why is it that we make these sorts of systematic
attribution errors? Why do we act as if emotion-dispositional properties were
objective, when they are not? A more instructive way of phrasing this question
would be “What is the difference between uttering ‘Smith is annoying’ and ‘T feel
annoyed with Smith’?”. Being able to give a plausible response to this question will
be needed to bolster our theory, and this is the task I will now undertake. In order to
do this, it will be necessary to take a short but enlightening diversion into the realm
of Cognitive Linguistics.

One of the foundational assumptions underlying the cognitive linguistic
framework is that linguistic structures are the upshots of, or mirror, more
fundamental conceptual structures, as Croft and Cruse (2004) put it:

[L]anguage is not an autonomous cognitive faculty. The basic corollaries of
this hypothesis are that the representation of linguistic knowledge is
essentially the same as the representation of other conceptual structures, and
that the processes in which that knowledge is used are not fundamentally
different from cognitive abilities that human beings use outside the domain of
language. (Croft and Cruse 2004).

It is asserted that language is emergent; it is a function of more general cognitive
processes and conceptual structures. Such an assertion is grounded in the fact that
no specific structure in the brain has been found to be responsible for language
(Anderson and Lightfoot 2002). Cognitive linguists argue that general cognitive and
conceptualization processes underlie not orly semantic representation but that
syntax, morphology, and phonology are also generated by and grounded in general
cognitive functioning.

Some theories in Cognitive Linguistics have taken inspiration from, and made
use of, theories from other areas of cognitive psychology. One such example is
borrowed from Gestalt psychology. The Gestalt theory of perception was first
concerned with identifying and understanding the various ways in which the brain
orders visual input (Wertheimer 1923). This theorizing led the Gestalt psychologists
to posit various ‘principles’ of perception. One prominent Gestalt principle is that of
figure and ground. It is apparent that visual perception is structured by underlying
and unconscious cognitive processes. Figure and ground organization is one such
process. This is the process whereby attention can be selectively focused on an
object (the figure) allowing it to exist in the perceptual foreground and stand out, or
appear separated from, its surroundings (the ground). Although first elucidated in
the context of visual perception, linguists have found similar principles to be evident
in construal processes which appear to structure language in an analogous way
(Talmy 1975). From visual organization to grammatical organization, the same
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construal principles seem to be at work. For instance, we can see clear cases of
figure and ground construal in the passive and active voices. Take the following
examples:

a. ‘Jones cleaned the windows’
b. ‘The windows were cleaned by Jones’

Both represent the same state of affairs but there is a difference at a psychological
level which can be explained by reference to a figure and ground construal process.
In @ ‘Jones’ is the figure, or the focus of attention, whereas in b ‘the windows’
become the figure against the background of Jones cleaning, and this represents a
change of focus. The figure is the more salient part of the scene being described and
so the grammatical form chosen by the speaker is indicative of the way they
perceive the situation. We can also recognize the figure and ground construal at
work in the case of annoyingness mentioned above. Take our now familiar phrases:

c. Smith is annoying.
d. I am annoyed with Smith.

In ¢ the figure is ‘Smith’—‘Smith’ appears as the focus of the utterance. In b we
see the opposite arrangement where ‘I°, the speaker, is profiled as the figure and
‘Smith’ as the ground. When analyzing the difference between the two phrasings in
terms of figure and ground construal, we see how the focus of each utterance is
shifted, but also note that the attribution error disappears from c to d. The fact that
¢ — the phrase which makes the attribution error — is a common phrasing is telling
and provides us with further reason for optimism. It is possible to show that phrases
of the form in ¢ are more frequently found in English than the paraphrase d with
corpus data. Several English web-based corpora show that the phrase ‘am annoyed’
appears far less frequently than the phrase ‘is annoying’ in a range of contexts. For
instance, the I-Web corpus showed ‘am annoyed’ at a frequency of 572 as compared
with ‘is annoying’ at 11,676. And, in the Corpus of Contemporary American
English ‘am annoyed’ appears 52 times versus ‘is annoying’ which appears 390
times (Davies 2008, 2018). Such results are indeed to be expected if my present
analysis is correct. The fact that the form used in ¢ appears more frequently is
significant for two important reasons. Firstly, it vindicates our claim that attribution
error occurs and is widespread. Secondly, it gives us further insight into the way in
which humans generally perceive the world, as per the Cognitive linguistic
framework. In uttering c, the speaker places ‘Smith’ as the figure—the more salient
concept. I claim that this happens naturally as ‘Smith’ is perceived as the stimulus
which gives rise to my annoyed state—recall how emotions are reactions to stimuli.
So, although Smith is not intrinsically annoying—as the surface grammar
suggests—Smith did cause me to be annoyed. Smith is therefore the stimulus
and, hence, appears as more cognitively salient. This salience is reflected in the
surface grammar of the utterance by construing the stimulus (in this case ‘Smith’) as
the figure of the utterance. This fix of attention is shown in the common phrasing
‘x is P” and gives a plausible explanation as to why we naturally and intuitively utter
sentences of this form more frequently than alternatives. From an anthropological
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perspective, it is possible that humans could have evolved a propensity to focus on
and attend to the triggers of emotional reactions before introspecting. The
foregrounding of the emotional stimulus provides possible support for this assertion
and gives us an explanation as to why we more commonly utter phrases of the form
‘Smiith is annoying’, although it is in error. It is easy to see how a propensity to
exhibit a cognitive bias of this sort would have been a potentially effective survival
tool.

Cognitive construal operations such as figure and ground structure human
thought and language. Sentence grammar is therefore indicative of the way we
conceptualize states of affairs. The same analysis from above can be run on moral
utterances. In moral utterances of the form ‘¢ is wrong/right’, ¢ is foregrounded as
the more salient figure of the utterance. This suggests that it is the focus of the
speaker’s attention and, therefore, is seen as an emotional stimulus. Hence, the
figure and ground construal gives us reason to believe that ¢-like moral acts are
identified (possibly subconsciously) as emotional stimuli and are, therefore,
deserving of our attention. When viewed in such a light, attribution error is not
an anomaly that needs to be explained away, but rather an expected outcome
grounded in underlying human conceptualization processes.

7 Emotional Import

As defined here, moral properties have the propensity to elicit certain moral
emotions in the agent and the observer. This makes them a special case of emotion-
dispositional properties as they elicit emotions from multiple perspectives. Hence,
we need to explain, now, the differences between emotion-dispositional properties
and moral emotion-dispositional properties (rightness/wrongness).

Recall that with emotion-dispositional properties, there is an available paraphrase
which represents an alternative construal and that has the upshot of not committing
the attribution error as seen below:

e. Smith is annoying. (Common phrasing with attribution error)
f. I am annoyed with Smith. (Less common paraphrase without attribution error)

In the case of moral judgements, there seems not to be a similar paraphrase
available:

g. @ is wrong
h. #I feel wrong about ¢

Our analogy seems as if it might break down here. However, lack of a paraphrase
is to be expected if our current definition of moral emotion-dispositional properties
is correct. Standard emotion-dispositional predicates contain only one emotional
perspective and so can be used in the first person, as seen in f above. Remember,
however, that moral concepts such as ‘rightness’ and ‘wrongness’ include, as part of
their definitions, more than one emotional perspective and so cannot be used in the
first person (A.). Hence, judgements of the form ‘x is wrong’ can be used easily as
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‘blanket’ or universal judgements as they allude to the potential emotional responses
from divergent perspectives (observer (agent-focused), observer (victim-focused)
and agent (self-focused)). In contrast ‘Smith is annoying’ describes one single
emotion-dispositional property, from the one perspective of the observer, and so can
be felicitously construed in the first person as a subjective judgement about one’s
own emotional state. It would seem, then, that given this dynamic, and given our
definition of moral emotion-dispositional properties, that a first-person error-free
construal of moral utterances might not be possible. However, moral utterances can
be construed in the first person, thereby avoiding the attribution error, but this
construal will be limited to representing only one perspective, and each perspective
will make clear the emotional import contained within moral judgements. The
judgement, ‘@ is wrong’ can be reconstrued in a number of ways, each way
representing a unique emotional perspective:

i. I am disgusted with ¢ (Observer’s perspective—agent-focused)
j- I feel sorry for p because of ¢ (Observer’s perspective—victim-focused)
k. I feel guilty about ¢, (Agent’s perspective—self-focused)

We can see fromi, j and k that moral judgements containing moral emotion-
dispositional properties can be reduced to emotion-dispositional properties, as seen
in the above examples, and such utterances do not commit the attribution error or
use moral predicates. The fact that this is possible gives further support for the thesis
that moral properties are reducible to emotion-dispositional properties. We can even
see this more explicitly in common parlance where moral opinions are often
couched in explicitly emotional terms; we can, and do, talk about moral acts without
using moral predicates. For example, it is often said of immoral actions that that
they are heinous, deplorable, disgusting, contemptible, loathsome, hateful or
detestable.'? The phrase ‘o is deplorable’, for example, has a clearly moral tone,
despite the use of an emotional predicate, as opposed to a moral one. It is easily
inferred pragmatically that this expresses a moral judgement. When analyzing these
examples, we find an even tighter analogy with emotion-dispositional properties
where a non-moral emotional predicate is being used to convey moral indignation.
Hence, in such cases, we have no need to draw a mere analogy between moral
properties and emotion-dispositional properties, as the former is reducible to the
latter. In using adjectives like deplorable, heinous or detestable to describe morally
wrong acts, we clearly paint morality with an emotional pallet.

2 Such terms also appear to be used more frequently in sentences of the form ‘x is 2> which commit the
attribution error. For instance, in the I-Web online corpus, ‘is contemptible’ appeared 180 times vs ‘feel
contempt’ at 115; ‘is disgusting’ 4832 vs ‘am disgusted’ at 1124 and ‘is deplorable’ appeared 801 times
as compared with ‘I deplore’ at only 410. The relative frequency of such forms shows the stimulus as
psychologically salient.
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8 In Conclusion

Above, I have argued for a strong emotionist reading of moral properties, concepts
and judgements. I, firstly, presented psychological evidence which shows a clear
connection between moral judgement making and emotion, implying that a strong
link between emotion and morality is evident. Secondly, I claimed that such
evidence is best explained by understanding moral properties, and therefore moral
concepts and judgments, as emotionally constituted. I, then, offered an analogical
argument of non-moral emotion-dispositional properties drawing clear parallels
between these two kinds of properties in showing how they function in language and
discourse. Moral emotion-dispositional properties (rightness/wrongness) are a
subset of the wider set of emotion-dispositional properties which contain properties
such as ‘annoyingness’. Accordingly, moral judgements of the form ‘¢ is wrong/
right” are defined as:

those judgements referring to any conduct ¢ perceived as having the
propensity to elicit moral emotional responses in themselves and observers, in
certain situations. Such that, a judgement « is a moral judgement iff the
conduct referred to by « is perceived as having the propensity to elicit moral
emotional states in agent x and observer y in S.

I claim that moral judgements, like emotion-dispositional judgements, are best
understood as sincerely intended truth-apt propositions which express belief-like
states. Thus understood, their referents are certain forms of conduct perceived as
having a moral ‘character’ having the propensity to elicit moral emotional responses
in agents and observers. Judgements, therefore, are relative to a particular moral
community and have as part of their make-up subjective emotional import. Such
judgements, however, commit an attribution error. They admit of a perceptual
mistake—the mistake of attributing a response-dependent or emotion-dispositional
property as an objective mind-independent one.

Finally, I claimed that our natural propensity to focus attention on emotional
stimuli possibly leads humans to make such errors; to wrongly attribute such
dispositional properties to, emotional stimuli. In support of this claim I offered an
analysis of language from the perspective of Cognitive Linguistics. Analyzing
construal operations apparent in moral utterances shows that the most common
grammatical form when using emotion-dispositional predicates, x is P, foregrounds
x—the emotional stimulus. This suggests that the emotional stimulus it is more
psychologically salient. This salience is conceptually significant and is apparent in
the grammar of the utterance through the figure and ground construal process. Moral
and emotional judgements of the form ‘x is P’ are relatively frequent in comparison
to passive grammatical forms which represent the emotion (as opposed to the
stimulus) as the salient ‘figure’ of the utterance, and which do not commit the
attribution error. This suggests a natural predisposition to focus attention on the
stimulus, labelling it with an emotional tag, rather than to immediately focus on
one’s emotional state.
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When viewed this way, our utterances, although mistaken, can be seen as
reflective of the way we perceive the world. Underlying conceptual structures
augment and determine linguistic structures and do so with the aim of communi-
cating socially significant and useful concepts and not merely at expressing true
propositions and, thus, in this process we find an expected error.

Acknowledgements I am grateful for the comments made by anonymous reviewers which have helped to
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Abstract

This work presents two theoretical challenges to Conceptual Metaphor Theory
(CMT). The first argument shows CMT’s foundational Conceptual Claim—that
abstract concepts are necessarily structured by concrete concepts—entails the blur-
ring of the literal-figurative distinction, which calls into question the legitimacy of
standard methods of metaphor identification used in CMT. The second argument
aims at the Linguistic Claim—that conceptual metaphors are necessary for meta-
phorical language—by showing that conceptual metaphors are neither necessary nor
sufficient for linguistic metaphors and that, therefore, the existence of conceptual
metaphors cannot be validly inferred from the presence of their linguistic counter-
parts. In light of the arguments put forward, the CMT theorist is forced to accept one
of four options: (A) hold on to both the Conceptual Claim and Linguistic Claim, by
adequately addressing problems presented here, (B) discard the Conceptual Claim
and give up the theory, (C) discard both claims and give up the theory, or (D) accept
the Conceptual Claim but reject the Linguistic Claim and abandon the methods of
discovering conceptual metaphors through analysis of figurative language. I argue
that the only tenable option is D.

Keywords Conceptual Metaphor Theory - Cognitive linguistics - Cognitive
psychology - Abstract concepts - Conceptual structure

1 Preparing for Battle

The phenomenon of metaphor has been examined by philosophers and rhetoricians
for millennia. One of the earliest accounts of metaphor comes from Aristotle who
notes the profundity of metaphor in his Poefics, stating that:

The greatest thing by far is to be a master of metaphor; it is the one thing that
cannot be learnt from others; and it is also a sign of genius, since a good meta-
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phor implies an intuitive perception of the similarity in the dissimilar. (Aristo-
tle and Heath 1996)

Metaphor does indeed have a beautiful and powerful poetic effect, but how meta-
phors manifest and carry their intended meaning has long been the subject of fierce
debate in the philosophy of language and linguistics. Amidst the semantic, prag-
matic and naive simile accounts of metaphor (Lycan 2008), recent research in the
field of Cognitive Linguistics has led to a radically different understanding of the
phenomenon as more than just a quirk of language or mere literary flourish. This
‘cognitive’ approach holds that metaphor, far from being a rare ‘sign of genius’,
is a natural manifestation of innate cognitive processes; not simply a device to aid
conceptualization, but, rather, a function, or upshot, of the conceptualization pro-
cess itself. George Lakoff and Mark Johnson first proposed this view in their work
Metaphors We Live By (1980) by offering a novel explication of the conceptual
structuring processes believed to be responsible for the manifestation of metaphor
in language. Lakoff and Johnson’s Conceptual Metaphor Theory (CMT) states that
metaphor, contrary to received wisdom, is extremely prevalent in language and, far
from simply being a rhetorical device used only by the eloquent, is virulent and per-
vasive; underpinning and structuring vast swathes of our discourse. The presence
of widespread linguistic metaphor is considered, from CMT’s perspective, to be
evidence pointing to the existence of so-called ‘conceptual metaphors’ in the mind.
Hence, the major insight of this theory is that our concepts and thoughts are meta-
phorically structured—not merely our language.

In the foregoing work, I challenge Conceptual Metaphor Theory by presenting
analyses which expose theoretical faults in its foundational assumptions. In light of
these arguments, CMT theorists are forced to reconsider their claims and associated
methodologies.

I first explicate the main tenets of CMT and outline previous objections to the
theory (Sect. 2), which acts as a background against which I argue that the Concep-
tual Claim of CMT, that abstract target domains are necessarily structured by more
concrete source domains, engenders the blurring of the literal-figurative distinction
which needs to hold if metaphor identifying techniques are to have any legitimacy
(Sect. 3).

In Sect. 4, I offer a second argument which emphasizes the implausibility of
CMT’s Linguistic Claim by undertaking an analysis that shows conceptual meta-
phors to be neither necessary nor sufficient for the production of linguistic meta-
phors. I present cases for the non-sufficient and the non-necessary in turn before
showing how, in light of this, it follows that it cannot be reliably inferred from the
presence of linguistic metaphors that there is any corresponding conceptual met-
aphor existing in the mind of the speaker, as such an inference would be invalid.
Thus, it is contended that the Linguistic Claim, along with common methodolo-
gies employed by conceptual metaphor theorists, whereby linguistic metaphors are
analysed in an effort to discover conceptual metaphors, are flawed and should be
discarded.

Lastly, (Sect. 5) I pre-emptively acknowledge a possible counterargument to my
challenge: that I am deliberately construing an unreasonably ‘strong’ version of
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CMT for the purposes of developing my argument. I address this by showing that
a strong CMT is indeed the version held by those working in the field and, further-
more, that it is the only psychologically and philosophically interesting version of
the thesis. Attempting, I claim, to avoid the challenges presented herein by constru-
ing it as a weak thesis comes at the cost of reducing the theory to triviality.

2 Behind Enemy Lines

Conceptual Metaphor Theory has been extremely influential within Cognitive Lin-
guistics and has been adopted by many who believe that CMT provides a way of
studying the conceptual system via the analysis of figurative language. Since its con-
ception, CMT has seen much development and elaboration (Gibbs 2017; Kovecses
2020; Lakoff 1996), but the foundational assumptions remain the same. In Lakoff
and Johnson’s Metaphors We Live By (1980), they claim that our conceptual system
is ‘metaphorical’ in nature:

Our ordinary conceptual system, in terms of which we both think and act, is
fundamentally metaphorical in nature. (Lakoff and Johnson 1980: p 3)

They go on to state the foundational tenet of their theory more concisely by say-
ing that ‘The essence of metaphor is understanding and experiencing one kind of
thing in terms of another’ (Lakoff and Johnson 1980). This cornerstone of CMT is
still espoused in the contemporary literature (Kévecses 2010, 2020). CMT claims
that the conceptual system uses a process that ‘metaphorically’ structures abstract
conceptual domains (target domains) with more concrete domains (source domains);
that in order for humans to grasp target concepts, our minds must structure them
with simpler source concepts.! The mental constructs born from this cognitive pro-
cess are dubbed ‘conceptual metaphors’.

A now classic case of a conceptual metaphor is ARGUMENT IS WAR. It is
claimed that the abstract domain of ARGUMENT is structured by, or ‘understood
in terms of’, the more concrete domain of WAR. That is to say, the conceptual
structure of WAR is used by our conceptual system as a foundation upon which
our understanding of ARGUMENT is built in what is termed a ‘cross-domain map-
ping’; thus, forming the conceptual metaphor ARGUMENT IS WAR. Hence, we
understand arguments in ferms of war. This psychological hypothesis is made based
on linguistic evidence. Everyday utterances, it is claimed, appear to make mani-
fest these underlying conceptual metaphors. For instance, the conceptual metaphor
ARGUMENT IS WAR is made explicit, Lakoff and Johnson claim, when we say
such things as ‘Your claims are indefensible’, ‘He attacked every weak point in my
argument’ and ‘I demolished his argument’ (1980: p 4).

! Some theorists resist talking of domains in terms of abstractness or concreteness (Grady, 1997) and
prefer to use simplicity and complexness instead. I will use the terms ‘abstract’ and ‘concrete’ here for
convenience, but I am not making any substantial claims by using these terms and the reader may choose
to substitute them for ‘simple’ and ‘complex’, respectively.
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CMT, like all theories, has its critics (Bundgaard 2019; Evans 2004; Haser 2005;
Leezenberg 2014; Rakova 2002; Vervaeke and Kennedy 1996; Wierzbicka 1986).
One oft-mentioned criticism is that of circular reasoning (Gibbs 2017). This claim
is indeed a fair criticism when aimed at Lakoff and Johnson’s original work (1980).
In response, later work on conceptual metaphor has sought to employ non-linguistic
experimental methods of revealing cross-domain mappings which tries to circum-
vent the problem of pefitio principii. There is now, as Raymond Gibbs explains:

[A]n abundance of experimental evidence to support the claim that conceptual
metaphors are an essential part of verbal metaphor use. (Gibbs 2017)

A number of notable experimental studies help to bolster the claims of CMT inde-
pendently (Crawford 2009; Gibbs and Colston 2012; Gibbs 1994; Horstmann and
Ansorge 2011; Meier, et al. 2007a, b; Meier and Robinson 2006; Schubert 2005).
Such studies do, (at least in specific cases) appear to show the psychological reality
of cross-domain mappings. However, there is also experimental data to the contrary,
so this point is certainly not settled (Gibbs 2014; Keysar et al. 2000; McGlone 2007,
2011; Miller et al. 2020).

In light of the empirical data, however, we should ask: If specific cross-domain
conceptual mappings were to be conclusively proven as cognitively real, would the-
orists thereby be justified in taking linguistic metaphors as evidence for conceprual
metaphors? I claim not, as the empirical data only (possibly) justifies the claim that
(certain) conceptual metaphors exist as psychologically real (which I do not wish to
dispute here), but does not at all justify, or render effective, the methods of linguistic
analysis commonly employed. Against this background, I will proceed to show that
there are further reasons to be skeptical about CMT’s foundational claims and asso-
ciated methodologies.

3 The Chink in the Armour

Although it is possible for the charge of circular reasoning to be avoided, as the
presence of cross-domain conceptual mappings enjoys empirical support, there are
still theoretical and methodological flaws present in contemporary work on concep-
tual metaphor. These issues, I aim to show, come from the foundational assertions
made by CMT and are plausibly rooted in the fact that one of the most important
metaphors in CMT has been consistently overlooked. Ironically, I am referring to
the metaphor of ‘metaphor’ itself.

It is apparent, going back once again to Lakoff and Johnson’s work, that the ‘met-
aphor’ in the moniker ‘Conceptual Metaphor Theory’ is itself a metaphor; that is, it
is a figurative use of a term which would normally be applied to linguistic phenom-
ena, but which is used metaphorically to refer to cognitive phenomena i.e. a cross-
domain mapping or conceptual metaphor. However, I claim the conflation of the two
senses of ‘metaphor’ has plausibly led to the further conflation of the two separate
foundational postulates of CMT: the Conceptual Claim and the Linguistic Claim.
These two claims can be separated and understood as follows:
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Conceptual Claim Abstract target domains are necessarily structured by more
concrete source domains; thus, conceptual metaphors are formed.
Linguistic Claim Conceptual metaphors are necessary for linguistic metaphors.

With these separate claims clearly delineated, we can start to analyse each of
them in turn. I will begin with the Conceptual Claim before moving on to the
Linguistic Claim.

It appears, upon inspection, that the Conceptual Claim of CMT has a conse-
quence which threatens the standard methodology by which conceptual meta-
phors are studied: it appears to call into question the distinction between literal
and metaphorical, or figurative, language. To illustrate this point, take the follow-
ing passage from Lakoff and Johnson where they, again, make reference to the
ARGUMENT IS WAR conceptual metaphor:

The metaphor is not merely in the words we use if is in our very concept of
an argument. The language of argument is not poetic, fanciful, or rhetorical;
it is literal. We talk about arguments that way because we conceive of them
that way-and we act according to the way we conceive of things. (Lakoff
and Johnson 1980; emphasis added)

This passage highlights a particularly important and problematic consequence
of CMT’s Conceptual Claim, which is encompassed by the phrase ‘it is literal’.
Lakoff and Johnson are justified in concluding that (according to CMT) meta-
phorical language is ‘not poetic, fanciful, or rhetorical’ but that ‘it is literal’
(1980), as this conclusion seems to follow from CMT’s Conceptual Claim. How-
ever, although was pointed out at CMT’s conception, by its founders, it seems not
to have been considered problematic.

As standardly defined, a linguistic metaphor is an expression that compares
or likens two distinctly different subject matters (Hills n.d.). Figurative language
in general is commonly understood as “speech where speakers mean something
other than what they literally say” (Gibbs and Colston 2012: p 1). Metaphor, in
being a figurative device is figurative in the sense that, as Robert Foeglin puts it
‘the speaker is trying to induce in the respondent a (mutually recognized) adjust-
ment or replacement of what the speaker actually said’ (Fogelin 1986/2011: p
87). So, at a rough—and overly crude—approximation, on this standard view, if
we take it that a literal utterance has its intended meaning, at least in part, by acti-
vating an understanding, or concept, in the hearer’s mind, figurative utterances
would be used to elicit a concept distinct from the one standardly elicited by the
utterance used. And, by contrast, literal utterances could be defined as expres-
sions used to elicit a concept standardly evoked by that utterance.

On this traditional reading, therefore, in saying ‘He attacked every weak point
in my argument’ (Lakoff and Johnson 1980), the speaker, it is assumed, is elicit-
ing a concept other than the one standardly meant by the words i.e. they talk of
WAR but mean ARGUMENT and, in doing so, aim to show that ARGUMENT is
comparable to, but distinct from, WAR in some way; they compare and contrast
ARGUMENT with WAR.
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According to CMT, however, this explanation is wrong. CMT’s Conceptual
Claim, recall, is a claim about how abstract target concepts are structured; stating
that the source concept is a necessary part of the target concept’s structure. Thus,
ARGUMENT, as an abstract concept, is not fully comprehendible except in terms
of WAR. Therefore, the speaker who uses metaphorical language, it is hypothesized,
does not simply understand ARGUMENT as being comparable to WAR, or like
WAR, but, instead, that ARGUMENT is WAR. Hence, if CMT’s Conceptual Claim
is true, when one talks about arguments using war-like language, that language is
literal, as they are not comparing and contrasting two disparate concepts, but are,
rather, speaking directly, which Lakoff and Johnson point out themselves (1980).
But if using war-based language to talk about arguments does not count as meta-
phorical or figurative, what does? Where is the line between literal and figurative to
be drawn? CMT’s Conceptual Claim, seems, at best, to blur the lines between literal
and figurative, and, at worst, to destroy it all together.

Now, this is not problematic per se. Many theorists have argued against a clear-
cut dichotomous distinction between literal and figurative (Gibbs and Colston 2012),
but this is (ironically) a problem for CMT itself, as if the Conceptual Claim is cor-
rect, we might ask: How can CMT theorists conduct their work; how are literal
uses to be distinguished from figurative ones? The consequence of the Conceptual
Claim, then, is an immediate methodological conundrum: the isolation and analysis
of linguistic metaphors in discovering conceptual metaphors, which is the standard
and predominant way by which the presence of a particular conceptual metaphor is
inferred, has been called into question, as it rests on the assumption that a distinc-
tion between metaphorical, and literal meaning can be easily drawn; an assumption
which is undermined by CMT’s foundational Conceptual Claim. Due to the fact that
many CMT theorists continue to search for supposed linguistic metaphors as evi-
dence for conceptual metaphors, it would seem that, although they hold onto the
Conceptual Claim, they fail to realize its problematic consequences for the methods
they use.

With that said, some have noted this problem. In recent work, for example, CMT
scholar Zoltan Kovecses (2020) has perceptively acknowledged the possible troubles
faced by the theory in relation to the literal-figurative distinction by noting that, in
many cases, it is difficult to draw a clear line between figurative and literal uses of
words:

It is reasonable to problematize even a basic assumption of CMT: the idea that
there is such a thing as literal meaning. Is it indeed the case that we can and do
base our understanding of figurative meaning on literal meaning? Even more
radically: What is literal meaning? And, in the final analysis, how would the
answers to these questions impact CMT as we know it today? (Kovecses 2020:

p19)

Based on these questions, Kévecses proposes a ‘radical view of the extent of the lit-
eral, which greatly reduces or even eliminates the literal—at least in a certain sense’
(Kovecses 2020: p 23). In his much-needed attempt to address known problems with
CMT, Kovecses outlines a new Extended Conceptual Metaphor Theory, in his book
of the same name, which claims that most words, even apparently uncontroversial
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cases of literal language, are really figurative and gives support for this by showing
that the etymological roots of many words have metaphorical origins, most of which
have been forgotten by modern-day speakers:

It seems that a large number of expressions (that belong to abstract domains)
are taken to be literal, but in synchrony their corresponding concepts are met-
aphorically comprehended and from a historical perspective they have meta-
phorical or metonymic origins. Their perception as literal seems to be based
on the fact that their morphology does not reveal to contemporary speakers
any metaphoric origins. (Kovecses 2020: p 25)

The view expressed here acknowledges the importance of the distinction between
literal and figurative language which is vital to the study of conceptual metaphor.
Faced with this issue, Kovecses (2020) concludes (contrary to Lakoff and Johnson)
that, almost all language must be, to some degree, figurative.

Again, whether a clear-cut dichotomy between literal and figurative language can
be maintained, or not, isn’t the real issue here. So, the approach Kévecses advocates
only keeps the problem at arm’s length, because, whether it is the case that langnage
turns out to be all literal or all figurative, the point still remains that the difference
between the two is obscured, thus leaving theorists with no principled distinction by
which to isolate and analyze metaphorical language. Hence, the study of concep-
tual metaphors cannot be accurately achieved via this method. A vast amount of the
work on conceptual metaphor, however, employs this very technique of picking out
what are assumed to be linguistic metaphors in discourse. This is perhaps exempli-
fied by the MIP (Pragglejaz Group 2007) and MIPVU methods, both of which are
prominent metaphor identifying procedures (Steen et al. 2010).2

The above considerations present an immediate challenge to CMT by showing
how its own Conceptual Claim has the consequence of undermining the efficacy of
the standard methodology it employs. The Conceptual Claim, however, might be
held onto, so long as the method of inferring the existence of conceptual metaphors
from the presence of linguistic metaphors is jettisoned and, along with it, the Lin-
guistic Claim that licences such methods, as I will proceed to show.

4 Mounting the Attack

Although the Conceptual Claim is problematic, the Linguistic Claim is more so. The
Linguistic Claim acts as the logical ground which licences and motivates the meth-
odology of inferring the existence of conceptual metaphors through the analysis of
linguistic metaphors. Although cognitive linguists often refrain from, and reel at,
the use of the words ‘necessary’ and ‘sufficient’ conditions, the fact remains that in
order to licence a valid inference from the presence of a linguistic metaphor to the

2 See Gibbs (2017) where he devotes Chapter 3 to a discussion on metaphor identifying techniques and
studies which employ them. He also covers the inferring of conceptual metaphors from linguistic meta-
phors in Chapter 4.
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existence of a conceptual metaphor, the Linguistic Claim needs to be: conceptual
metaphors are necessary and sufficient for linguistic metaphors, which, I will pro-
ceed to show, is not the case. Hence, the Linguistic Claim must be rejected.

Throwing out the Linguistic Claim is no mean feat for CMT theorists due to it
underpinning and justifying large amounts of research done in the field. Indeed,
despite the reliance on linguistic metaphors being criticized previously (Casasanto
2009), the Linguistic Claim is still held firmly as a foundational assumption of Con-
ceptual Metaphor Theory, as Gibbs explains:

CMT firmly embraces the view that verbal metaphors [...] arise and are inter-
preted from the cross-domain mapping of knowledge from a source [...] to a
target domain [...]. CMT sees these conventional expressions, along with other
linguistic patterns, as “correlational” metaphors that provide evidence for the
existence of cross-domain mappings, or conceptual metaphors. (Gibbs 2017)

For the above-outlined inference to be reliable, conceptual metaphors need to be
both necessary and sufficient for linguistic metaphors. Hence, the legitimacy of this
claim can be challenged by showing that conceptual metaphors (if real) are neither
necessary nor sufficient for linguistic metaphors. In order to do this, it will suffice to
show that (i) abstract target domains can be spoken of in literal terms, proving that
conceptual metaphors are not sufficiens for linguistic metaphors, and (ii) that ad hoc
and creative linguistic metaphors can be produced which are clearly not the product
of an underlying conceptual mapping, proving that conceptual metaphors are not
necessary for their linguistic counterparts, both of which I will proceed to do.

I will start with the case for sufficiency. As an example, [ will discuss the gener-
ally accepted (within CMT) conceptual mapping of MORALITY with UPRIGHT-
NESS. The cognitive importance of this conceptual metaphor is explained by
Lakoft:

Without understanding morality as uprightness and evil as a force, we could
not conceptualize moral failure as falling, remaining moral as standing up to

evil, building moral strength as requiring discipline and self-denial. (Lakoff
1996)

This example has become accepted as an uncontroversial and standard case of a
conceptual metaphor (Lakoff 1996; Gibbs 2017; Kovecses 2010; Yu 2016; Yu et al.
2016). The MORALITY IS UPRIGHTNESS mapping means that moral virtue is
conceived of as being upright or high and, conversely, that moral depravity is fallen,
down or low. The existence of this conceptual metaphor is normally inferred from
such linguistic metaphors as the following:

VIRTUE IS UP; DEPRAVITY IS DOWN
He is high-minded.

She has high standards.

She is upright.

She is an upstanding citizen.

That was a low trick.

Don’t be underhanded.
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[ wouldn’t stoop to that.

That would be beneath me.

He fell into the abyss of depravity.
That was a low-down thing to do.
(Lakoff and Johnson 1980)

It should be noted that there is theoretical and experimental support for the
embodied nature of moral concepts in general (Bartlett 2020, 2021; Liao 2016;
Prinz 2007) and specifically to the existence of the MORALITY IS UPRIGHT-
NESS conceptual mapping (Lynott and Coventry 2014; Meier et al. 2007a, b) and
so it is plausible that such a mapping does exist. I do not, however, wish to dis-
pute that embodied concepts or cross-domain conceptual mappings are psycho-
logically real, but only want to point out that, if they are, they are not sufficient
for linguistic metaphors.

It is claimed, as seen above, by Lakoff (1996) that UPRIGHTNESS is essential
to our conception of MORALITY; that we cannot understand this abstract tar-
get domain par excellence without the conceptual structuring from the concrete
source domain of UPRIGHTNESS. Gibbs also makes this point:

[T]arget domains mostly refer to topics that are difficult to talk or think
about without using metaphor, precisely because of their general abstract
nature. For instance, it is almost impossible to speak of morality, thoughts,
and relationships without metaphor rushing in to facilitate our understand-
ing of these aspects of human life. (Gibbs 2017)

Stated in such a way, it, indeed, appears that CMT theorists assume conceptual
metaphors to be both necessary and sufficient for linguistic metaphors. It is, how-
ever, possible to show that this is not the case. Take the following examples:

(1) She is a morally righteous person.
(2) She has the moral high ground.

Example (1) is an uncontroversial (assuming the literal-figurative distinction
holds) case of literal language being used to talk about the abstract domain
MORALITY and (2) is a classic case of metaphorical language. Assuming the
psychological reality of the MORALITY IS UPRIGHTNESS mapping, the fact
that the literal utterance in (1) is possible at all shows that conceptual metaphors
are not sufficient for the production of linguistic metaphors. That is to say, if
conceptual metaphors were sufficient for linguistic metaphors, speaking about
an abstract domain in literal terms would be impossible. Hence, in light of this
observation—that the same proposition about the abstract domain MORALITY
can be expressed through both literal and figurative language—CMT theorists are
faced with the following options:

(a) Accept that conceptual metaphors are not sufficient for linguistic metaphors.

(b) Reject the argument by claiming that the MORALITY IS UPRIGHTNESS map-
ping is not psychologically real.

@ Springer

161



Axiomathes

(c) Reject the argument by claiming that the apparent literal utterance in (1) is in
fact metaphorical.

If option (a) is chosen, and the argument is accepted, the Linguistic Claim might
possibly be rescued by showing that, although conceptual metaphors are not suf-
ficient for linguistic metaphors, they are necessary. In this case, CMT would need
to be enriched by positing another contributing factor which, together with con-
ceptual metaphor, is jointly sufficient for the production of linguistic metaphor.
Alternatively, it could be claimed (b) that the above argument is flawed due to the
conceptual metaphor MORALITY IS UPRIGHTNESS not being a bona fide con-
ceptual metaphor, but such a move would come dangerously close to undermin-
ing CMT itself, as it is a generally accepted and externally supported case of a
cross-domain mapping. The last option is (c): to claim that example (1) is, in fact,
a figurative utterance, thereby avoiding the challenge. However, this has problem-
atic consequences for the literal-figurative distinction, and so the theory falls back
onto the first argument above.

In addition to conceptual metaphors being insufficient for linguistic metaphors, it
is also plausible that they are not necessary for them. Although CMT depends on a
necessary connection between cross-domain conceptual mappings and metaphorical
language, it is far from clear that conceptual metaphors are necessary for linguis-
tic metaphors. Challenging this necessary connection can be shown by considering
creative or ad hoc linguistic metaphors which appear not to have a corresponding
conceptual metaphor. Consider the following well-worn examples:

(3) Juliet is the sun
(4) He kicked the bucket

Examples (3) and (4) are famous and uncontroversial cases of metaphorical lan-
guage, the meanings of which are comprehensible to English speakers. It appears,
upon analysis, that these examples of figurative language are not the result of an
essential and necessary cross-domain mapping between source and target con-
cepts in the mind. That is, to take example (3), we can see from introspection
that the concept LIGHT SOURCE (sun) is neither intrinsic to, nor necessary for,
our understanding of the concept LOVER (Juliet); that the source domain LIGHT
SOURCE is not a conceptual prerequisite for grasping the target domain LOVER.
Yet, we can still use and understand the linguistic metaphor in (3). CMT’s Lin-
guistic Claim would predict that one could not produce or comprehend (3) unless
one’s mind contained a corresponding conceptual metaphor. This, however, is not
the case for myself, and I appeal to the reader (assuming you understand Shake-
speare’s metaphor) to consider whether LIGHT SOURCE is a concept which is
necessary to your understanding of LOVER. And the same, of course, applies to
example (4). It is intuitively implausible that our understanding of KICKING A
BUCKET/PHYSICAL MOVEMENT is a conceptual prerequisite for being able
to conceive of DYING, yet we still grasp and use the idiom.
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In addition to the above poetic and idiomatic examples, some extremely crea-
tive and often humorous metaphors can be seen in euphemisms and slang phrases.
Such examples give further reason to believe that conceptual metaphors are not
necessary for linguistic metaphors. Take, for instance, those often-vulgar phrases
referring to masturbation:

(5) Bashing the bishop
(6) Polishing the banister
(7) Spanking the monkey
(8) Flicking the bean
(9) Patting the bunny

(10) Paddling the pink canoe

Although (5-10) all refer to the same act of self-love, and, therefore, all share the
same target domain of MASTURBATION, from both male (5-7) and female (8—10)
perspectives, the source domains evoked are extremely diverse. In examples (5-10)
there is a two-fold mapping where the action and the object are both expressed
metaphorically. Take example (5), for instance, which invokes a conceptual map-
ping between PENIS (target domain) and BISHOP/PERSON (source domain) and
another separate mapping between MASTURBATION (target domain) and VIO-
LENT ACTION (source domain). Upon introspection, although I understand, and
have used, such phrases, it appears extremely implausible that the concept PENIS
is necessarily structured by the concept PERSON (bishop); that PERSON is a con-
ceptual prerequisite to PENIS. Or, indeed, that I would not be able to comprehend
MASTURBATION without it being structured by VIOLENT ACTION (bashing).
This is even less plausible in light of examples (6), (9) and (10) which map MAS-
TURBATION with non-violent actions, for the same target concept MASTURBA-
TION, in the mind of a speaker who comprehends and produces utterances (5-10),
would seem to be paradoxically structured by the incongruent source domains of
VIOLENT ACTION and NON-VIOLENT ACTION. It seems extremely implausi-
ble that PERSON/BISHOP would be a conceptual prerequisite for understanding
MASTURBATION. Indeed, an argument could be made that the very reason euphe-
misms such as the above are humorous is due to the juxtaposition and jarring of the
concepts which the metaphors invite us to compare.

When faced with the above, the CMT theorist could claim that, if analysed at
the most schematic level, (5-10) all make manifest a single conceptual metaphor
MASTURBATION IS DOING SOMETHING TO SOMETHING, and that this con-
ceptual mapping is necessary for the creation and comprehension of these linguistic
metaphors. Indeed, the obvious similarity between the examples above seems to be
the grammatical frame ‘X-ing the Y’ where X is a verb and Y is a singular noun. But
when formulated at this maximally schematic level, it tells us nothing interesting
about the way MASTURBATION is conceptually structured; only that it is an action
of doing something to something which is, of course, a literally true and trivial anal-
ysis. What can be safely concluded, however, is that it is extremely implausible that
comprehension of bashing bishops, patting bunnies or flicking beans is necessary for
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our understanding of masturbation. Such phrases, therefore, give reason to doubt the
necessary role of conceptual metaphor in figurative language.

In sum, I have argued that conceptual metaphors are neither necessary nor suf-
ficient for linguistic metaphors. It is possible to talk of abstract domains such as
MORALITY—for which there is experimental data supporting the psychological
reality of the cross-domain conceptual structure—with literal language, hence con-
ceptual metaphors are not sufficient for figurative language. Moreover, it is not plau-
sibly the case that conceptual metaphors are necessary for linguistic metaphors, due
to the possibility and occurrence of metaphors which can be easily comprehended,
but which are unlikely to be the product of a cross-domain conceptual mapping.
Hence, if we can produce the linguistic metaphor without the conceptual metaphor,
the latter is not necessary for the former, thus undermining the Linguistic Claim.

4.1 A StrategicVictory

If the above holds, the problem now faced by CMT is that inferring the existence
of conceptual metaphors from the presence of linguistic metaphors represents falla-
cious reasoning of the following formalized structure:

Pl: =(4<B)
P2: B
C: md

It must also be noted that even if A was sufficient for 5, but not necessary, this argu-
ment form would still be invalid—a case of affirming the consequent. Only if the
link between conceptual metaphor and linguistic metaphor were necessary and suf-
ficient, would one be justified in inferring the existence of a particular cross-domain
mapping or conceptual metaphor from observations of linguistic metaphors. Hence,
the CMT theorist needs to reconsider the nature of the hypothesized link claimed to
exist between thought and language stated in the Linguistic Claim along with their
methodology.

5 Counterstrike

The argument presented here might be objected to on the grounds that the current
reading of CMT’s foundational claims is deliberately too strong; that [ have mischar-
acterized CMT by asserting that the theory understands concrete source domains as
the necessary building blocks of abstract target domains. It might be claimed that
the predominantly held, and correct, version of CMT is weaker—let’s call it Weak
CMT. Weak CMT would be the claim that abstract target domains are sometimes
structured by concrete source domains in order to aid conceptualization, but that
such structuring is neither universal nor necessary. Directed at Weak CMT, the chal-
lenges presented here would, indeed, have little force. It appears, however, that CMT
is, in fact, intended as a strong claim, as I will proceed to show. Furthermore, a weak
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interpretation of CMT should, I caution, be avoided, as it is philosophically and psy-
chologically uninteresting and risks reducing the theory to triviality.

Now, as just outlined, it might be claimed, in order to avoid the arguments pre-
sented above, that conceptual metaphor theorists, in fact, make a weaker claim than
the one [ have argued against here, thus espousing Weak CMT which could be char-
acterized as holding onto the following ‘weak’ claims:

Weak Conceptual Claim Abstract concepts are, sometimes, but not necessarily,
structured by concrete concepts.

Weak Linguistic Claim Conceptual metaphors sometimes, though not always,
give rise to linguistic metaphors and figurative language.

This weak version of CMT states that it is possible, but not necessary, for abstract
concepts to be understood in terms of more concrete ones and that the connections
between mind and language are contingent. The weaker claim, however, amounts to
little more than stating that some concepts can become associated with others; that
we have the cognitive capacity of being able to compare and notice similarities held
between divergent conceptual domains, and that sometimes this leads us to speak
figuratively. But this, I claim, is not at all a compelling theory about human concep-
tualization, as the theory is now about association and recognition, as opposed to
conceptual structure.

Moreover, it is clear that CMT theorists do hold onto a strong version of CMT.
Recall the sections quoted above:

The metaphor is not merely in the words we use it is in our very concept of
an argument. [...] We talk about arguments that way because we conceive of
them that way. (Lakoff and Johnson 1980; emphasis added)

And Raymond Gibbs:

CMT firmly embraces the view that verbal metaphors [...] arise and are inter-
preted from the cross-domain mapping of knowledge from a source [...] to a
target domain. (Gibbs 2017; emphasis added)

The Strong view is still evident in Lakoff and Johnson’s later writings. On the
abstract domain MORALITY they write:

Virtually all of our abstract moral concepts are structured metaphorically.
(Lakoff and Johnson 1999; p 290)

This makes clear the Conceptual Claim of CMT: abstract concepts are ‘structured’
metaphorically by source concepts. It is not simply that target domains are ‘associ-
ated’” with source domains, but that they are ‘structured’ by them, making the source
domains necessary for the understanding of the target. If what is actually meant by
‘structured’ is ‘associated with’, please forgive my misunderstanding, which is, I
hold, through no fault of my own.

If it is rebuked that Strong CMT was an earlier version and that contemporary
theorists no longer hold the ‘original’ strong view, this can be rebutted by showing
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that this reading is, indeed, still endorsed in contemporary work. Take, for instance,
the following work published in Cognifive Linguistics by Benczes and Sigviri
(2018) who preface their CMT-based study in the following way:

As laid out by Lakoff and Johnson (1980) in what has become known as Con-
ceptual Metaphor Theory (CMT), abstract concepts, such as life, can only be
understood or made sense of by relying on more concrete concepts, resulting
in conceptual metaphors — such as LiFE 1s A JOURNEY — that serve as the “princi-
pal vehicles for understanding” (Lakoff and Johnson 1980: 133). (Benczes and
Ségviri 2018: emphasis added)

The Strong CMT view can also be seen in Ning Yu’s work:

[OJur moral thinking is imaginative in nature, depending fundamentally on our
metaphorical understanding, and it is through metaphor that many of our ethi-
cal values and principles emerge from our embodied and socioculturally situ-
ated habitation of the world. (Yu 2015; emphasis added)

Yu explains that moral thinking ‘depends fundamentally’ on our ‘metaphorical
understanding’, which suggests, again, that source concepts are seen as necessary to
the understanding of target concepts. If, again, what is actually meant by ‘depending
fundamentally on our metaphorical understanding’ (Yu 2015) is ‘sometimes having
contingent conceptual associations’, then [ am sure the reader will forgive me, once
more, for being misled by the language used in the literature.

Lastly, the Strong view is also evident in the recent writings of George Lakoff on
his Neural Theory of Metaphor where he explains what he considers to be the neural
basis of conceptual metaphors:

Complex concepts are formed by neural binding circuits, which bind together
schemas in different parts of the brain. [...] Binding circuits are the primary
mechanism of neural composition forming complex concepts by binding nodes
across diverse brain regions. (Lakoff 2014)

It is evident from the literature that Strong CMT is the version standardly proposed
and supported. Thus, theorists are forced to either continue with Strong CMT and
amend it in light of the arguments put forward here, or adopt Weak CMT, which
might avoid some of my challenges, but risks reducing the theory to triviality and
still leaves the CMT theorist with the methodological conundrum of not being able
to validly infer the existence of a conceptual metaphor from the presence of a lin-
guistic metaphor.

6 Conclusion: Ceasefire

I have presented two challenges to the theoretical framework of Conceptual Met-
aphor Theory which need to be addressed by scholars working within the field.
Firstly, I have argued that the Conceptual Claim leads to the blurring of the literal-
figurative distinction and, therefore, casts doubt on the standard methodology used
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to discover conceptual metaphors by identifying linguistic metaphors, which relies
on a clear distinction between metaphorical and literal utterances.

Secondly, I have challenged the Linguistic Claim by showing that conceptual
metaphors—if psychologically real—are neither necessary nor sufficient for linguis-
tic metaphors. The CMT theorist, therefore, needs to provide a counterargument fal-
sifying the claims made here by proving the necessary role of conceptual metaphors
in the construction of figurative language or must reject the Linguistic Claim.

Crucially, I have argued, the CMT theorist needs to prove that conceptual meta-
phors are necessary and sufficient for linguistic metaphors in order to licence a valid
inference from observations of linguistic metaphors to the existence of conceptual
metaphors. Alternatively, the CMT theorist could accept the argument here and hold
on to the Conceptual Claim, but discard the Linguistic Claim. In doing this, they
are forced to abandon standard linguistic methods in the study of conceptual meta-
phor. Hence, in light of the arguments outlined here, the following four options pre-
sent themselves to CMT theorists with respect to the two foundational tenets of the
theory:

A: Hold on to both the Conceptual Claim and Linguistic Claim, by showing that
conceptual metaphors are indeed necessary and sufficient for linguistic metaphors
in order to avoid the charge of fallacious reasoning.

B: Discard the Conceptual Claim, and give up the theory.

C: Discard both claims, and give up the theory.

D: Hold on to the Conceptual Claim, but reject the Linguistic Claim, and aban-
don the methods of discovering conceptual metaphors through analysis of meta-
phorical and figurative language.

I argue that D is the only tenable option.
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